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FBI STATISTICS ON OFFENSES AND OFFENDERS

Jerome J. Daunt, Federal Bureau of Investigation

Criminal statistics are difficult to
compile, understand and interpret. Police
statistics such as published in the Uniform
Crime Reports are no less so. Yet progress
in the police control of crime as well as other
phases in the administration of criminal justice
requires more accurate and pertinent statistics
on offenses and offenders. Stated very simply,
what makes up these numbers and what do these
numbers mean?

Uniform Crime Reporting is a volun-
tary cooperative program of local law enforce-
ment agencies and the FBI to provide a nation-
wide view of crime, its extent, fluctuation and
distribution. The system was originally
developed by the International Association of
Chiefs of Police in conjunction with social
scientists and experts on the law and public
administration. Since its inception in 1930,
it has been administered by the FBI and con-
tinues to be endorsed and actively supported
by the Committee on Uniform Crime Records,
IACP.

Basically, Uniform Crime Reports is
a collection of data on crimes known to the
police either through citizen complaints or
police arrest of offenders. The most widely
known and used portion and perhaps the most
important because of its intended purpose is the
Crime Index. This Index consists of 7 offenses:
murder and nonnegligent manslaughter, forcible
rape, robbery, aggravated assault, burglary,
larceny $50 and over in value and auto theft.
It was designed to serve as a convenient meas-
ure of criminality in a community. We call
these T offenses Index or serious crimes
because they are serious by their very nature
or because they occur in such volume they are
serious community and police problems. These
are perhaps best described as predatory crimes.
This Index obviously does not indicate the
extent of organized crime or what is commonly
referred to as "white collar' crime nor does
it attempt to. It is, however, a practical
measure of police activity as it relates to the
most common local crime problems.

The uniform definitions of these
crimes are primarily based on legal or the
more common statutory terms. The rule is
that all contributing agencies count and classify
these offenses based on the uniform definitions
without regard to local statutes or prosecutive
policy. Necessarily, the definitions are quite
broad and leave an area of discretion although

the vast majority of criminal acts can be
readily classified within the framework of
these definitions. Nonetheless, because of the
wide variation in state penal codes, it is neces-
sary to frequently remind contributors that the
uniform crime definitions must be applied and
local law ignored for the purposes of crime
reporting.

For the past 3 years we of the FBI
staff and the police executives who comprise
the Committee on Uniform Crime Eecords have
been giving special attention to improvement
of crime reporting through a more detailed
description of the criminal acts involved.
Because of the role played by the Crime Index
our efforts have been primarily focused on the
Index offenses. #e have conducted special
monthly surveys on a nationwide basis looking
into the nature of certain crimes such as
burglary, aggravated assault, homicide, auto
theft, etc. The purpose of the surveys is two-
fold; first, to examine the consistency of report-
ing and secondly, to develop practical subdivi-
sions of these broad crime categories and
thereby make available a better statistical
description of these criminal acts.

We feel that through the additional
reporting of certain specific information con-
cerning general crimes, more consistent crime
reporting will result. This additional informa-
tion is normally included as essential data in
police offense and investigative reports and so
provides each contributing police agency with a
better description of the types of criminal acts
to be reported in each classification.

Of equal importance is the fact that
through a more detailed itemization of criminal
acts law enforcement is in a far better position
to identify their nature and the extent to which
the incidence of certain crimes can or cannot
be controlled by law enforcement. This should
be done by analyzing the occurrence of these
crimes in relation to law enforcement's limited
functions in crime control; namely, prevention
by exposing the nature of crime, principally the
effect of contributing community factors;
suppression through properly oriented and alert
patrol activity; and deterrence through success-
ful investigation and apprehension of the offend-
er. Police success then depends heavily on
local citizen understanding and support, the
action of the courts and the effectiveness of the
correctional and rehabilitative process.



There is here available for illustration
a revised monthly Return A which will be
introduced in the Uniform Crime Reporting
Program beginning in January, 1964. This is
the vehicle for collecting the number of
reported Index and Part 1 offenses from
contributing police agencies nationally. Since
basic police records and crime reporting had
a common beginning in this country tally sheets
and an instructional manual for establishing a
basic record system to provide such a crime
count is distributed free of charge to all
contributors.

The approach by subdividing the broad
crime classifications is apparent in forcible
rape, robbery, assault and burglary which
were previously collected as totals without
differentiation. With respect to homicide it
should be noted that in the summer of 1961 a
Supplementary Homicide Report was initiated
in the Uniform Crime Reporting Program.
Rather than simply a request for a numerical
count of willful killings, this new form
requires the age, sex and race of the victim,
the type of weapon used and the motive or
circumstances surrounding the killing when it
is known to the police. The Supplementary
Homicide Report has become an excellent
supervisory tool in verifying the count of
willful killings by eliminating duplication and
killings not properly classified within the
uniform definition. It has also made available
considerable information some of which was
set forth in Uniform Crime Reports - 1962
concerning the character of these willful
killings and the extent to which they were
beyond control of the police.

These revisions in the Uniform Crime
Reporting Program in no way change the
standard definitions. Perhaps an explanation
of the breakdown of assault and burglary best
describe the reasoning involved. Because of
the wide variation in state laws as well as
prosecutive practice, these two crime classi-
fications present a serious problem in uniform
crime reporting. While all assaults, both
simple and aggravated, now become an offense
known to the police (Part 1) the Index will still
be limited to those which are of an aggravated
nature, namely 4A through 4D. As a result of
a survey on aggravated assault in August, 1960,
a ratio of weapons used was established. That
survey indicated that over 1/2 of the aggravated
assaults were committed with the use of 4A gun
and 4B knife or other cutting instrument. This
becomes a useful tool in supervising reporting.

\

Keep in mind that all assaults with a dangerous
weapon and with an intent to commit serious
injury are classified as aggravated even though
no injury results or the injury is minor. While
we would agree that assaults are not consist-
ently reported to the police, the extension of
Part 1 offenses to include all assaults provides
each contributor with a better description of
the types of criminal acts that should be
included in this crime classification. At the
same time, because of where and among whom
they happen (2/3 occur within the family or
among neighbors and acquaintances) assaults
perhaps best demonstrate law enforcement's
limited ability to control crime and the extent
to which it is a social ill.

Burglary has been defined in the
Uniform Crime Reporting Program from the
beginning as any breaking or unlawful entry of
a structure to commit a theft. Yet, in many
jurisdictions a charge of burglary is only
possible after establishing forcible entry. We
know from a survey in October, 1961, that
70 percent of the burglary results from forcible
entry, 20 percent from unlawful entry and
10 percent were attempts or means of entry
was unknown. It is felt this new subdivision of
burglary will provide a more uniform count as
well as more meaningful statistics. It is
possible that in the foreseeable future the
Crime Index burglary will be limited to that
resulting from forcible entry.

While no change is recommended in
the larceny classification for 1964, it is still
receiving serious consideration. Although a
survey of state statutes in 1961 revealed that
the median breaking point between grand and
petty larceny is still $50 among the 50 states,
there is strong opinion that larceny by dollar
evaluation should be dropped from the Crime
Index. Larceny by type under the following
categories will be collected on a supplementary
return in 1964: (A) Pocket-picking (B) Purse-
snatching (C) Shoplifting (D) From Autos
(Except E) (E) Auto accessories (F) Bicycles
(G) From Building (Except C) (H) From any
coin-operated device or machine (Except G)

(I) All other. We feel that 4 or 5 of the above
types of larceny as a group should represent the
Crime Index larceny offense without respect to
the value of property stolen. This would pro-
vide greater uniformity in reporting and more
consistency in trend information in view of the
difficulty in obtaining accurate and comparable
property loss values and the ever present cost
of living factor.
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Auto theft was the subject of a special
survey in October, 1962, Subdivision of this
crime classification is also under continuing
study by the FBI staff and the Committee on
Uniform Crime Records, IACP. As indicated
in the November, 1962, survey, about 80 per-
cent of the autos stolen were for the purpose of
transportation only or the purpose of theft was
unknown. Eight percent were taken for the
purpose of stripping for parts, 5 percent were
used in another crime or escape and the
remainder for the purpose of resale. While
police agencies cannot always distinguish
between the so-called '"joy ride' and theft for
profit or other purpose solely on the recovery
of a stolen car, some such breakdown on a
continuing basis would be useful not only in
police administration but in a better statistical
description of this offense.

In addition, changes in Uniform Crime
Reporting as noted under 5B of the Return A
will bring about a more complete Index as to
the volume of crime being committed by young
persons in each community. Heretofore, the
measure available in Uniform Crime Reports
as to juvenile criminality was limited to police
arrests for specific criminal acts. The new
measure is based on the number of offenses
which are cleared-up either by the arrest of
a person under 18 years of age or through excep-
tional clearances. These clearances will also
be related directly to the subdivisions of the
Part 1 crime classifications which will give us
a better understanding of the specific nature of
the criminal acts in which young people are
becoming involved. Other changes in the
Uniform Crime Reporting Program and which
time does not permit lengthy discussion include
a breakdown of narcotic and gambling arrests
by type as well as separate additions to the
Uniform Classifications of Offenses such as
arson, vandalism, etc.

While Uniform Crime Reports
furnishes extremely useful information on
offenses, there is little information on the
offender. In Uniform Crime Reports, this is
limited to age, sex and race. In January, 1963,

the FBI launched a new statistical program to
develop meaningful data on known offenders.
This might be described as a follow-up on
known offenders. Briefly, the criminal history
of offenders as known through FBI identification
records is being processed and stored on tape
for computer analysis. A flagging mechanism
within the Identification Division of the FBI
which handles the fingerprint inquiries will
make available all subsequent violations on
each offender as recorded in fingerprint
identification. The key to this new statistical
program is the FBI one-number system for
each offender. The information normally
available on these criminal histories is date,
place and identity of arresting agency, charge
at the time of the arrest, court disposition,
correctional action and the age, sex and race
of the offender. The data is being coded in
detail in order that a wide variety of analyses
may be made. The first experimental tabula-
tions utilizing this information will be available
in a few months., We are particularly inter-
ested in recidivism studies measured by arrest,
conviction and commitment, analysis of
criminal behavior patterns, mobility of
offenders and the extent to which the same
offenders contribute to our crime counts year
after year. Records being processed at the
present time are basicly those offenders who
are being handled currently in some phase of
the federal law enforcement system. We
anticipate that at the end of the first calendar
year, criminal histories on 50, 000 individuals
will have been processed.

Law enforcement is making valuable
use of crime statistics particularly in the area
of man power distribution but more needs to be
done in using statistics as the tool to express
a better identification of the nature of crime
and the many types of offenders. Armed with
the knowledge gained from additional analysis,
law enforcement is better able to direct its
efforts and at the same time supply valuable
information to the courts and those in the
correctional process as well as social
scientists and the general public since all of
us have a "'stake' in the problem.



MEASUREMENT TECHNIQUES USEFUL IN EVALUATING THE EFFECTIVENESS
OF PROZRAMS FOR PREVENTING AND CCHTROLLING DELINQUELICY

Edward B. 0lds, Social Research Consultant

Juvenile delinquency like many
other behavior based problems is ex-
tremely difficult to measure unless
delinquency 1s defined narrowly in
terms of officially ajudicated viola-
tions of laws or ordinances. Many
studies have shown that only a small
proportion of offensive, law violating
behavior results in arrests and only
a portion of the arrests results in
recorded cases of Juvenile delinquency.#

The measurement of juvenile de-
linquency can be regarded as an end
in 1tself or as one of several aspects
of preventing and controlling this
social problem. In this paper the
focus is on measurement techniques
useful in evaluating programs of pre-
vention and control.

There are at least three levels
of sophistication in the use of de-
linquency measurements in relation to
prevention and control. At the first
level, counts of referrals to the
Juvenile court, officially ajudicated
delinquency cases or police arrests
of Juveniles are commonly used to
sound the alarm or document the success
of various programs. Even though such
data are usually converted to ratios
based on the estimated population at
risk, there is little attention given
to problems such as random variation
in rates and the effects of changes
in the age, sex, race, and socio-
economic composition of the populatione
Editorial writers, civic leaders, and
administrators of agencles are inclined
to make uncritical uses of delinquency
rates. Actions taken on the basis of
questionable data may entail the passage
of new laws, enlargement of budgets and
staff or tightening up on law enforce-
ment. The net effect of such actions
may be a further increase in the re-
ported delinquency cases as a result
of the new laws, more policemen to
make arrests, and a larger ratio of
apprehensions.

At a second level, the reports on
individual Jjuvenlile delinquency cases
are coded according to the census tract
of the delinquent's residence. Tab-
ulations of such data by sex, race, and
census tract converted into rates

# James F. Short and F. Ivan Nye, "Extent
of Unrecorded Juvenile Delinquency:
Tentative Conclusions," the Journal
of Criminal Law, Criminology and
Police Science Vol. 49, Nov.-Dec., 1958
T P

296-302.

provide a measure of the comparative
incidence of reported delinquency cases
in different types of neighborhoods.
Through correlatlion analysls based
on indices of the social and economic
characteristics of census tracts,
it 18 possible to 1dentify variables
associated with the apprehended and
reported delinquency. Regression
analysis can be employed to make pre-
dictions of delinquency rates for com-
parison with the actual rates. The
selection of sites for demonstration
programs to prevent and control delin-
quency mey be improved through access
to such data. Later in this paper an
11lustrative use of regression analysis
techniques will be described in rela-
tion to data for Washington, D. C.

At the third level, a variety
of carefully tallored measurement tech-
niques 1s sometimes used in evaluating
the effectiveness of neighborhood
based delinquency control programs.
Changes in the measurements taken be-
fore and after conducting action pro-
Jects facilitate drawing conclusions
concerning the extent to which objectives
are achieved. Measurements are also
needed in control areas to determine
the extent to which changes can be
credited to the planned actlions.

Although sound measurement tech-
niques are commonly used in fields such
as blological and agricultural ex-
perimentation they are not widely used
in research to solve social problems
such as juvenile delinquency. However,
there 1s a small trend developing to-
wards a greater use of such methods
as indicated by the demonstration pro-
jects to prevent and control delinquency
under development in a number of large
cities through financing from the
President's Committee on Juvenile Delin-
quency and Youth Crime. Criteria used
by the Review Panel in making grants
include adequate plans for systematic
evaluation as well as explication of a
well conceived theoretical framework to
provide a basis for the planned actions.

Community programs directed to-
wards preventing and controlling delin-
quency are tending towards a comprehen-
sive approach involving many of the major
institutions such as school systems,
welfare departments, recreation agencies,
employment offices and places of employ-
ment as well as the correctional
agencies. Programs conducted in school
systems include vocational education,
special classes, counselling, sheltered
employment experience, and cultural



enrichment. Public welfare departments
mey use reduced case loads with spe-
clallzed workers to provide services
for delinquent prone children in fami-
lies receiving public assistance, group
counselling for parents of delinquent
youth, and work relief programs.
Recreation departments may provide spe-
clally trained workers who are assigned
to work with delinquent gangs, after-
school recreation programs, and leisure
activities to meet the need for adven-
ture and excitement as well as new ex-
perience and relaxation. Correctional
institutions test various levels of
group as well as individual counselling.

Theorectical assumptions underlying
the design of programs may be broadly
classified into those which stress the
personality and psychological attributes
of individual youth as causative factors
and those which stress social systems
such as friendship groups, neighborhoods
and subcultures. Variants of these
theories stress the importance of effec-
tive social controls. Some programs
reflect a major emphasis upon the family
as an influential and continuing socilal
systen determining much of individual
behavior. Since many factors separately
and Jointly produce delinquency, each
brand of theory tends to find some just-
ification. However, the galaxy of
theories and programs complicates eval-
uvation and i1s confusing to citizen
leaders. .

Evaluation techniques need to draw
upon experience from many fields in the
use of experimental designs and related
statistlcal theory. The target popula-
tion towards which the action 1s directed
needs to be carefully defined as well as
the environmental setting in which the
action takes place. Furthermore, the
exact nature of the action must be
specified. The kind and amount of change
attributable to the actions should be
measured as well as the unexpected
negative effects. It 1s desirable to
have an assessment of the likely long
term effects of the program. From a
broader policy standpoint it is essen-
tial to know the costs of the program
as well as the investment of volunteer
effort. A more subjective but obviously
significant criterion of success relates
to the effect of the project in con-
vincing leaders of the necessity for
allocating more resources to carry on
continued research and experimentation.

Measurement techniques may be
broadly classified as to whether they are
directed towards assessing the "net im-
pact” or total effect of a whole set of
programs or whether they are directed
towards determining the effect of spe-
cific programs. They may also be grouped

acoording to whetler the data are used primar-
ily as szsrogations for small arsas such as cen=-
sus tracts or prirsrily in relstion to specific
individunls,

~casurement data may also be
grouped according to source and method
of collection. On the one hand official
or semi-officlial data are collected by
police, court and treatment agencies.
For the most part these data have not
been standardized although the Children's
Bureau and the Federal Bureau of In-
vestigation have made progress in
this direction. Since the official re-
ports do not reflect the bulk of delin-
quent behavior, other measurement tech-
niques are being explored. The "self-
report" method entails the use of group
administered questionnaires listing
major classifications of delinquent acts
in relation to which youth are asked to
report the degzree of their own vartici-
pration. These questionnaires are
usually administered without signatures
so as to encourage accurate revorting.
Experience indicates that where great
care end skill is exercised in admin-
istering such questionnaires, quite
plausible data can be obtained. How-
ever, most of the studies using this
method have been conducted in smaller
cities.

Judgements concerning the volume
of offensive behavior occurring in
specific neighborhoods have been sought
from residents, business men, and
community service workers. Inter-
viewees may also be asked to nominate
specific youth presenting serious be-
havior problems. The effectiveness of
this method obviously depends upon
the extent to which informants are
intimately acquainted with the neighbor-
hood situation and the youth population.

A most promising measurement tech-
nique entails the use of a semi-projec-
tive questionnalre which can be admin-
istered to youth assembled in groups.
One such instrument, the Jessness In-
ventory, has been used to differentiate
the delinquents from the non-delinquents
in school populations. It is claimed
that this instrument has been able to
identify correctly about 85 vercent of
the delinquents and about the same pro-
portion of the non-delinquents in a
particular school where fairly accurate
information was available on delinquency
from other sources.

The measurement of the specific
effects of individual programs within
a large set of programs entalls the use
of somewhat different measurement tech-
niques. One approach 1is to use specially
designed interview or questionnaire
methods directed towards participants
and non-participants in the specific
program. Adults intimately acquainted



with the individual youth may also be
interviewed to obtain judgements con-
cerning the effects. Programs mey be
carefully observed by trained personnel
to 1dentify features with positive

and negative impacts. Case records on
individuals may be analyzed in depth

to obtain reflections of the changes
attributable to particular programs.

An interesting use of statistical
techniques in evaluating the results
of programs of prevention and control
is illustrated by the work done in the
District of Columbia to appraise the
selection of census tracts in which
demonstration programs are to be con-
ducted. Through the use of many
statistical and operational criteria,
18 contiguous census tracts were se-
lected by Washin%ton Action for Youth#
to constitute a "target area" in which
to locate a set of action programs to
prevent and control delinquency. One
of the major criteria for evaluating
the net effect of the action programs
is assumed to be the change in the
percentage of youth in each census
tract referred to the Juvenile Court.
If analysis should indicate that at
the beginning of the project the 18
census tracts had delinquency rates
considerably above prediction, the
probability would be high that many of
the census tracts would exhibit a re-
duced delinquency rate after a year
or two even though no action programs
were conducted. Such a trend is to be
expected through the operation of the
"regression toward the mean" principal.
Many studies have found that extreme
deviates from a mean position tend to
change by regressing towards the mean
without any assignable cause for such
change. Accepting this principle it
is important to determine how census
tracts in a demonstration or target
area are distributed with respect to
the ratio between the actual and pre-
dicted delinquency rate at the starting
and termination dates, If the tracts are approx-
mately randomly distributed with respect to the
ratio between the actual and predicted rate at
the starting date and change in the direction of a
lower ratio at the termination date,
it could be concluded that the action
vrogram was effective. Statistical
analysis could be used to determine the
degree of significance to be accorded
the observed change.

However, before conclusions can
be drawn 1t would be necessary to obtain
answers to questions such as the fol-
lowing:

# This is the Washington, D.C. organiza-
tion financed largely by the
President's Committee on Juvenile
Delinquency and Youth Crime.

1. Was there any chenge in the
procedures or criteria used in
reporting offensive behavior
in the target area, which could
explain the observed changes
in rates?

2. Was there an unusual change in
the meke-up of the population
at risk sufficient to account
for the observed changes?

3. Did unplanned events or actions
take place within the target
area between the starting and
termination dates which could
influence delinquency rates
to a greater extent in the tar-
get area than in the rest of
the city?

Personnel responsible for the final
evaluation would need to keep such ques-
tions in mind in planning their re-
search.

The study to be described was con-
cerned only with the development of
procedures for predicting delingquency
rates within the target areas on the
basis of the relationships prevailing
among census tracts throughout the city
between the delinquency referral rate
and an efficient set of predictors. It
wes hoped that the identification of
patterns in the District of Columbia
might be useful in selecting predictors
in other cities.

The first step was to obtain a
census tract tabulation of delinquency
referrals to the D.C. Juvenile Court
during a three year period (July 1, 1959
to June 30, 1962). Data were sought for
three years rather than for one year so
as to reduce the random error in rates
which results when rates are based on
too small a population. The analysis
was restricted to the male delinquents
80 as to have a more homogeneous popula-
tion than if female delinquents were
included, with rates amounting to less
than one-fifth of the rates for the
males. The male delinquency referrals
were divided into two groupss (1) a
white group comprising 14.4 percent of
the male delinquency referrals; (30.7 per
cent of the population 10 to 17 years
of age in the D. of C. was white in
1960% (2) a nonwhite group comprising
85.6 percent of the male delinquency
referrals; (69.3 percent of the popula-
tion 10 to 17 was nonwhite). This re-
sulted in a rate of 8.5 white male re-
ferrals to the Juvenile Court during
the three year period per 100 white boys
10 to 17 years of age in 1960, as con-
trasted with a corresponding rate of
22.3 for the nonwhites.

Because of the sizeable differences



in delinquency referral rates between the

white and nonwhite males it was decided
to conduct the regression analysis in
two parts:

Part A: using data on referrals of
vwhite male delinquents and
independent variables based on
the white population.

Part B: using data on referrals of
nonwhite male delinquents and
independent variables based
on the nonwhite population.

Accordingly, ratios were computed for
the white and nonwhite segments of each
census tract for each of the 15 inde-
pendent veriables shown in Table 1.

The 15 variables are arrayed according
to the average correlation coefficient
between each variable and the male
delinquency referral rate. Ranks are
shown for the variables in each of the
two groups on the basis of the correla-
tion between the independent variables
and the delinquency referral rate.

The last column shows the difference in
ranks between the white and nonwhite
segments. The coefficlent of rank
correlation between the ranking of the
coefficients based on the white and
nonwhite segments wes only .294. This
indicates that there is only slight
similarity between the pattern of rela-
tionship with the independent variables
in the white and nonwhite segments.

It will be noticed, however, that for
8ix of the 15 variables there was a
correlation of .55 or higher with
Juvenile delinguency for both the white
and nonwhite segments. Three of these
8ix variables ranked higher among the
white segments and two among the non-
white. It so happened that these six
variables were eventually selected as
the predictors in the final multiple
regression equations.

Through the use of facilities at
the National Bureau of Standards it was
possible to explore the effect of svecial
combinations of items as well as the
effect of editing the data. With an
Omnitab program developed for use on the
IBM 7090 computer, the following out-
put for a particular set of variables
was obtained in about three minutes of
machine times

l. Computation of the regression coef-
ficients, standard error of esti-
mate and many additional statistical
measures.

2. Calculation of squared residuals
from which the multiple correlation
coefficient was easily derived.

3. Plotting of scatter diagrams showing

the distribution of the census
tracts according to delinquency
rate and each of the indevendent
variables.

4, Computation of the predicted delin-
guency rate based upon the regres-
sion equation as well as the differ-
ence between the actual and pre-
dicted rates for each census tract
segment.

5. The above operations carried out
separately for the white and non-
white segments of the census tracts.

By slight changes in the parameter
cards the order and combination of the
independent variables were easily
changed. Furthermore, editing was ac-
complished by simply removing the appro-
priate census tract cards.

The first run using 2ll 69 white
census tract segments and all 82 non-
white segments with all 15 independent
variables produced a multiple correla-
tion coefficient of .821 for the white
segments and .809 for the nonwhite seg-
ments. However, the standard error of
estimate for the nonwhite segments was
much too high (11.53) as contrasted
with the comparable figure for the
white segments (5.50). Examining the
scatter diagrams a peculiar pattern
was observed for the nonwhite segments
with ratios above 40. This pattern is
illustrated in Figure 1-B with the bulk
of the nonwhite tracts distributed
similarly to the white segments in a
relatively smooth regression pattern.
On the other hand, the nonwhite seg-
ments which had rates above 40 seemed
to be responding to a special set of
forces with little relationship to the
independent variables. Examination of
the scatter diagrams for the other 14
variables showed that a similar condi-
tion prevailed in all but three of the
diagrams. Accordingly, it was decided
to separate the 16 nonwhite segments ex-
hibiting the unusual tendency and ana-
lyze them separately as will be de-
scribed later.

Other editing rules were developed
for the isolation of 20 white segments
and four additional nonwhite segments.
Most of these segments were isolated
because they had too small a population
of boys 10 to 17 (under 60). It was
believed that random variation was in-
troducing "noise" attributable largely
to the small population in each of these
segments. Another criterion for ex-
cluding several census tract segments
was residence in group quarters by more
than 20 percent of the total population
in the census tract. It was reasoned
that the inclusion of areas with a large
proportion of the population living in



Table 1
ZERO ORDER CORRELATION COEFFICIENTS BETWEEN THE MALE DELINQUENCY REFERRAL
RATE% AND EACH OF 15 INDEPENDENT VARIABLES FOR WHITE AND NONWHITE SEGMENTS
OF CENSUS TRACTS

Independent variables derived Vari- Correlation with male Rank of correlatio

from census tract data able delinquency referral coefficient
published by the Census Bureau no. ___ rate
White Nonwhite White Nonwhite Diff
% of employed males in white 5 - T33# -.725 2 2 o}
collar or skilled Jjobs
% of families with income over 4 - ThT# - 6214 1 6 -5
$5000 in 1959
Separated, widowed or divorced 8 JT14# .629# 3 4 -1
males as % of ever married males
% of population 25 & over with 3 -.588# - .695# 8 3 5
12 or more years of school
Index of overcrowding## 7 <6T9# «558# 4 9 -5
% of employed females in white 6 - 473 - T26# 11 1 10
collar or skilled jobs
% of children under 18 living 2 -.552# -.628# 9 5 4
with both parents
% of male lasbor force unemployed 10 667 N3 5 11 -6
% of housing units owner
occupied 13 -.494 -.605# 10 7 3
Separated, widowed or divorced 9 «380# «602# 12
females as % of ever married
females
% of males 10 to 17 nonwhite 15 662 «209 6 14 -8
One person households as a % 14 3344 521# 13 10 3
of all households
% of total population nonwhite 16 .592# ou7 7 13 -6
% of females 14 and over in 1 .062 -313 15 12 3
the labor force
Population in households per 12 -e.212 -.035 14 15 -1
household

# Male referrals to the D.C. Juvenile Court between July 1, 1959 and June
30, 1962 as a percent of males 10 to 17 years of age according to the
1960 U.S. Census.

## Computed by Metropolitan Population Project by adding percent of occupled
housing units with 1.01 to 1.50 persons per room to three times the per-
cent with 1.51 or more persons per room.

# Variables included in the second set of computer runs to develop and make
the predictions.



1

Figure 1-A

WHITE SEGMENTS (F CENSUS TRACTS PLOTTED ACCORDING TO WHITE MALR DELINQUENCY
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Table 2-A

INTERCORRELIATIONS BETWEEN NINE INDEPENDENT VARIABLES USED IN
COMPUTING THE MULTIPLE REGRESSION EQUATION FOR PREDICTING

DELINQUENCY RATES IN WHITE SEGMENTS OF CBNSUS TRACTS IN D.C.

Independent variable* Var,

NOe

Over 12 yrs. of schooling 3
Over #5000 inocme 4
Males in white collar jobs §
Overcrowdins index 7T

% of populaticn nonwhite 16

Varisble number

2707
3 4 5 7 16 114 8 9 2
1,000 768 o013 =,689 =.588 | ¢253 =.323 ,086 4372

«768

«913

=689 =,803 -.762 1.000

"0588 -0562 -,634

o484 : 2,003

+484 1,000 : <096

«430

562

1.000 «862 -.903 -'562 ‘L.135 -0557 =.207 0572

¢862 1,000 =,762 =.634 : 0032 =4454 =,098 L492

.020 -.366

0330 =477

Tne person households ~ — T4 ~ —,263 =, T38 ~,032 ~ ,003 ~ (0% I’I.UO'G T69% T B9 =537

Separated, wid, & div, 8
males

Separsted, wid, & div, 9
females

Children with both perents 2

Independent variables® Vare

no.

Over 12 yrs, of schooling 3

Over $5000 incame 4

Males in white collar jobs §

Females in white oollar 6
Jobs

Overorowding index 7

Percent of hames owned 13

e . G . - in e e = Gwe G Ghe e e G G W e G = G Gme G =S G G e Gwe e S —

One person households 14

Separated, wid, & div, 8
males

Sopu'.ted, ﬂdo & d’.'. 9
females

Children with both paremts 2

=.323

<088

o557 =454 o430 =,562 : «694 1,000 ,783 =,T21

=207 =,098 ,020 .350: «896 4783 1,000 =,676

o372 o572 o492 «,366 =.477 'L.ss'r «e721 «4675 1,000

«293

Table 2-B

INTERCCRREIATIONS BETWEEN TEN INDEPENDENT VARIABLES USED IN
COMPUTING THE MULTIPLE REGRESSION EQUATION FCR PREDICTING
DELINQUENCY RATES IN NONWHITE SEGMENTS OF CENSUS TRACTS IN Bb,.C,

844

Variable number

+718

3 4

1,000 o861
+861 1,000
«944 .816
932 ,862
o849 -,789
«829 L9111
o4ll -.441
=e632 =4492
=677 =.505
636 o585

537

5 6 7 13

|
.9“ 0932 “.849 0829 r.411
|
o911 peddd
I
794 1439

o816 -4852 =,789
1,000 .952 =.820
«932 1,000 =,797 812 :-.478
«e820 =,797 1,000 -.125: 261
812 =,723 1,000 :-.585

-.459 -.418 .261 -.585 |1.000
I

=e631 =673 o416 =,558| 791
|

o671 =621 o358 =587 «T39

|
«649 p.631
|

.6“ 0638 "0495

=e632 =,577 +,636

-.492 =,506 "0585
=631 =571 .654

=e673 =.621 638

0416 1358 -.493

=¢568 =,587 649

o791 o739 =,631

1,000 914 =,772
«914 1,000 =,796
s 772 =4796 1,000

o774



Jails, army barracks, college dormi-
tories, etc. would produce irrelevant
variation. The position of these ex-
cluded areas with respect to delin-
quency and percent in white collar or
skilled jobs 18 shown by crosses instead
of dots in Figures 1-A and 1-B.
Simultaneously with the separation
of the deviant areas as described above,
the number of independent variables
was reduced from 15 to 9 for the white
segments and from 15 to 10 for the non-
white segments. The variables to be
included were selected largely on the
basis of the data shown in Table 1.
In this table the 1dentity of the spe-
cific variables included in this run is
shown by the number symbol (#) following
the correlation coefficient. The mul-
tiple correlation coefficients obtained
from this run were as follows:

White segmentss 874
Nonwhite segmentss .784

The most important gain noted in this
run was the reduction of the standard
error of estimate from 11.53 for the
nonwhite segments down to 5.95. There
was also a reduction in the standard
error of estimate for the white segments
from 5.50 down to 4.35.

To 1dentify constellations of highly
intercorrelated items with comparatively
low correlations within constellations,
a correlation matrix was prepared as
shown in Tables 2-A and 2-B. Only
those variables are included in this
table with a reassonably high correla-
tion with the delinquency referral rate.
The columns and rows in this matrix were
rearranged by trial and error until the
1llustrated pattern was achieved showing
two constellations of items. The major
constellation in the upper left quadrant
of each table revealed a high inter-
correlation between the soclo-economic
variables (.707 for the white segments
and .844 for the nonwhite). A second
constellation shown in the lower right
quadrant presents high intercorrelations
between family structure items (.718 for
white segments and .774 for nonwhite).
However, it was found that the average
correlation between the variables in
these two constellations was consider-
ably less (.293 for the white segments
and .537 for the nonwhite). The de-
cision suggested by this analysis was
the selection of four variables from
the socio-economic items and two from
the family structure items to make up
a final predictive equation. Accord-
ingly, & run based on variables number
2, 3, 4, 5, 7, and 8 for both the white
and nonwhite segments produced the
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following multiple regression coeffi-
cients and standard errors of estimate:

Multiple Stand.
regress. error
coeff. of est.

White segments .865 4.29
Nonwhite segments 766 5.92

It will be noted that the coefficlents
were nearly as high as those obtained
through using a much larger number of
variables (nine for the white segments
and ten for the nonwhite).

A supplementary regression analysis
was conducted using the 16 nonwhite
segments which were separated because
they showed extremely deviant patterns
in the scatter dlagram as illustrated
in Figure 1-B. A composite soclo-eco-
nomic index and a composite family
structural index was developed manually
for each of the 16 segments. This index
was computed by summing the ranks of the
16 census tract segments in the six
variables predictive of socio-economic
status. The index of family structure
was similarly computed using the four
variables predictive of family structure.
A regression analysis using these two
indexes as independent variables pro-
duced a multiple correlation coeffi-
cient of .5805 and a standard error of
estimate of 12.8. This was judged to be
close to the threshold of significance
at the .05 level.

It will be recalled that a major
purpose for the multiple regression
analysis was to appralse the selection
of census tracts included in the target
area for the demonstration project.

When the 17 nonwhite and three white
census tract segments included in the
target area were classified according

to the actual delinquency rate as a per-
centage of the predicted rate, a reason-
ably normel distribution was found as
shown below:

Observed delinquency Number of
rate as percent of census tract
actual rate segments
140 and over 1
130 to 139 2
120 to 129 4
110 to 119 3
110 and over 10
100 to 109 3
90 to 99 4
80 to 89 1
70 to 79 2
70 to 109 10
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Even though the Yistribution seems to
be centered at 110 rather than 100 it
18 quite likely that the scatter is
sufficiently random to conclude that the
selected census tracts meet the test.
However, it should be noted that only
three of the 20 segments were white so
that the demonstration project located
in this area would have to be focussed
largely on the nonwhite delinquents.

One of the issues which frequently
arises in the discussion of delinquency
in cities with racially mixed popula-
tions concerns the explanation of the
sizeable differences found in the rates
for white and nonwhite neighborhoods.

A commonly given explanation is that
differences in socio-economic conditions
and family structures in the white and
nonwhite neighborhoods account for the
observed differences. A test of this
explanation is provided by a special re-
gression run involving the 19 census
tracts which had both white and non-
white segments. Two regression equations
were derived: one for the white segments
of the 19 census tracts and another for
the nonwhite segments of these tracts.#
Among the 19 census tracts was one

(C.T. 95.2) which had almost the same
delingquency rate for the white and non-
white segments (8.0 znd 7.6) as well

as simlilar socio-economic character-
istics. However, when the equation
based on the white segments was used to
predict the delinquency rate for this
tract using data for the white segment
of census tract 95.2 as the input, a
prediction was obtained of only 4.5 or
about 56 percent of the actual rate.
When the same data were used as input
for the nonwhite equation, the predicted
rate increased to 1043. Similarly, when
the nonwhite equation was used to pre-
dict the delinguency rate using the data
for the nonwhite segment of census tract
95.2, the predicted rate was 12.5 or

64 percent higher than the actual rate.
The white equation using the data for the
nonwhite segment produced a rate of 4.1
or 54 percent of the actual rate. These

# The two regression equations were as
follows:
White delinquency rate:
Xy = 19.76 4+ .01439Xp -.01134X
-.02978Xy -.00781Xs +.o1327x7
+.05363%g

Nonwhite delinquency rate:
X1 = 62.71 -.01544X, ~.02538X

+.00240Xy -.0 89X5 -.00?46x7
-.03848

See Table 1 for description of the

s8ix independent variables.

findings suggest that there are undefined

factors operating in nonwhite and white

areas which produce higher delinguency

rates in the nonwhite than in the white

population even though they may have

nearly identical socilo-economic and

family structural characteristics.

It is possible that special studies
will be conducted in conjunction with the
Washington Action for Youth demonstra-
tion project to identify the factors ex-
plaining the extremely high nonwhite
male delinquency referral rates in 16
census tracts in the District of Colum-
bia as well as the factors beyond those
measured by avallable census indicators
which result in higher delinquency rates
among nonwhite than white youth. With-
out definitive research we can only
speculate concerning the explanation
of these phenomena.

In summary, a number of measure-
ment techniques have been outlined for
evaluating delinquency prevention and
control projects. An exploratory pro-
Ject has been described involving the
use of multiple regression techniques
to make predictions concerning delin-
quency rates in specific census tracts.
From these forecasts, ratios of actual
to predicted delinquency rates were com-
puted and used to assess the selection
of census tracts included in the target
area for a demonstration project within
the District of Columbia. This assess-
ment indicated that there was an accept-
able distribution of census tracts in
the selected area with respect to the
ratio between the actual and predicted
rates.

There 18 a large need for the ex-
tionsion of sound measurement techniques
to the evlauation of a wide range of
action programs purporting to demonstrate
effectiveness in solving a variety of
social problems. There is an important
application of statistical theory and
method in such endeavors.
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RECENT DLVELOFMENTS IN CANADIAN STATISTICS ON CRIME

William A. Magill, Dominion Bureau of Statistics

I wish to thank you,Mr. Chairman, for
inviting me to talk today about recent develop-
ments in Canadien Statistics on Crime. We at
the Dominion Bureau of Statistics have a strong
bond with our opposite numbers in the United
States, at lesst I believe that we do.

I am not going to attempt to contrast the
organization of Federal Statistics in Canada
with Federal Statistics in the United States.

I think it is enough to say that the Dominion
Bureau of Statistics is a centralized statistical
agency. Thus in the Judicial Section of the
Bureau are located police statistics, adult and
Jjuvenile court statistics, institutional
statistics, both for the federal penitentiaries
and for provinciel institutions including the
training schools, and parole statistics. Other
sections of the Bureau deal with other social
statistics and, of course, economic statistics.
Sections are organized into Divisions, generally
speaking on a common subject matter basis and
serviced by centrally opersted data processing
and other divisions.

Historically, the Bureau has published
police statistics since 1920. Although the
Bureau had provided standard forme for the
collection of police statistics and supported
these with instructions, the fact was that not
all respondents adhered to the requirements of
the system. Instead, some respondents used
their own systems based on their own definitions.
Under such conditions, it was not possible to
produce meaningful aggregates for Canada as a
vwhole., Without standard units of count adhered
to by all respondente, uniform stetistics did
not exist. Further, some of the units of count
wvere not of a type to facilitate the integration
of police stetistics with other statistical
series collected by the Judicial section, notably
court statistics.

An examination of program requirements
was needed, a design to meet the needs of the
users, and a system which would not place an
undue burden on reporting unite. Another major
consideration was that the respondents should
be able to comply with the program once it was
laid down. It was clear that some respondents
would have to modify their records systems, and
others change to new ones in order to meet the
requirements of a uniform program.

The Canadian Associstion of Chiefs of
Police played an important role in the develop-
ment of the new system. In 1958 this Associa-
tion formed a Committee on the Uniform
Recording of Police Activities. Representatives
of federal, provincial and municipal police
were named to the committee, as well as members
of the DBS staff, and a work group established
in the Ottawa area. As developmental work
proceeded, the work group kept in touch with

the committee members through correspondence.
This was supplemented at a later stage by field
visits of Bureau officers to individual police
departments and members of the Committee. This
working arrangement provided close liaison with
the respondents in the police reporting system.
It also provided a close link with a large
segment of the users of police statistics, the
departments themselves, and introduced a strong
note of what is practical, an essential in the
work of the statistician - reconcilling what is
desirable in a statistical system with what is
possible.

Fortunately, while we were undertaking the
developmental work, a good deal of material of
much value was available to us. Canadian police
departments supplied the Committee with copies
of their record systems, as did many departments
in the United States and some in Europe. The
Uniform Crime Reporting Section of the Federal
Bureau of Investigation also supplied us with
material. One document that was particularly
useful to our committee, was the report of the
Consultant Committee on Uniform Crime Reporting.

As developmental work progressed, the
Committee reported its findings to the members
of the Association at their Annual Conference.
As & result, a bridge was built between the
respondent police departments and the central
statistical agency. The communication flow over
this bridge has improved steadily and was given
nev impetus in 1960 when severel experienced
police officers were recruited to the Judicial
Section. In 1961 developmental work was
completed and the product, the Uniform Crime
Reporting Program, was adopted at the Annual
Conference of the Canadian Association of Chiefs
of Police.

Respondents in the Uniform Crime Reporting
Progrem include Municipal police, Royal Canadian
Mounted Police, both as Federal police and as
Provincial police in eight provinces, Ontario
Provincial Police, Quebec Provincial Police, the
Railway police and the Provircial Fire Marshals.
There are 937 separate respondent sources, count-
ing municipal police departments, districts,
subdivisions and detachments of federal and
provincial police and the fire marshals as
separate reporting units. The present cut-off
point for Municipal police departments is set
at communities with 750 population or over,
maintaining either their own municipal depart-
ment, or contracting for one with the RCMP, or
the Ontario Provincial Police. To be a
respondent the department must also have the
responsibility for enforcing, in their juris-
diction, the Criminal Code of Canada, which
unlike the United States, is uniform throughout
Canada, other Federal Statutes, Provincial
Statutes and Municipal By-laws. Consideration
is being given to raising the lower population
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level of communities to 2,000 or 2,500
population.

The Uniform Crime Reporting System provides
data which gives the user a statistical picture
of police administration, of crimes and of
traffic enforcement, Separate schedules are
used for collecting this information.

In the first schedule, which is for police
admiristration data, information is collected
on full-time personnel of the respondent depart-
ments, classifying police, civilians, trainees
and other full-time employees separately. In-
formation is obtained on actual strength,
authorized strength, engagements, retirements
and other separations from service. Data are
also obtaired on police transport - automobiles,
motorcycles and other motor vehicles, boats,
ajrcraft and horses.

A separate form 1s used for collecting
statistics on crimes, Information is obtaired
on the number of crimes reported or known to
the police, the number unfounded followirg
police investigation and on the actual number
of offences. LEveryone agrees that offences
known or reported to the police are only a
sample of crimes that are committed, that the
universe of crimes committed is unknown, that
the proportion that are unknown is not known.
We are aware that the unknown proportion varies,
depending on the type of crime, and it has been
indicated that the intensity of police activity
has an effect, in part, on the relationship
between known crime and total crime. From a
practical point of view there must be a
beginning at some point; this is the point we
have chosen. It provides users with a measure
of crimes and traffic offences known or reported
to the police.

The system requires that offences cleared
be reported either as clesred by charge or
cleared otherwise. To illustrate this point, I
would like to refer to the Uniform Crime
Reporting Manual, prepared for the use of police
respondents, in which precise definitions and
clear instructions for reporting data are given.
Reporting procedures for a variety of situations
have been illustrated. Time does not permit me
to go through this Manual in detail with you
but I would like to draw your attention to one
or two points which will serve to illustrate
some of the units of count and the system
generally.

I mentioned that offences cleared may be
reported as cleared by charge or cleared other-
wise. An offence is cleared by charge when an
Information is laid against at least one person.
This includes arrests, summonses to appear and
warrants to apprehend. Offences and not arrests
are counted. This instruction is not affected
by any subsequent acquittal, dismissal or
withdrawal. An offence may be cleared by
charge if any other charge is laid in connection

with the same offence., If several persons
commit a crime and only one is arrested and
charped, then the crime is to be reported as
cleared by charge. When the other offenders
are charged, respondents are required not to
list a clearance by charge a second time for
the same offence.

Respondents may report offences as cleared
otherwise if three questions can be answered
in the affirmative: (1) has the offender been
identified; (2) is there enough evidence to
support the laying of an information; (3) is
there & reason outside of respondent's control
that prevents them from laying an information
and prosecuting the offender. The limitations
of cleared otherwise are indicated by ten
examples. The clearance of offences provides
the user with a measurement of the extent to
which crimes and traffic offences known to the
police have been dealt with by these agencies.

Data are collected on the number of
persons charged, such persons being classified
as either adult or juveniles, male or female.
If police statistics are to be integreted with
court statistics and ultimately with those of
correctional facilities, it is essential that
a change over occur from an accountirg of
offences to an accounting of persons. This is
a particularly useful measure for our integration
program, which I shall refer to briefly at the
end of this paper.

Data on offences known, unfounded, actual
crimes, clearances and on persons charged are
obtained for certain specific offences under the
Criminal Code of Canada, which is a federal
document administered by the provinces. The
fact that in Canada we have one Criminal Code
means that many of the problems of uniformity
have been resolved. Data are collected on
murder, attempted murder, manslaughter, rape,
other sexual offences, wounding, assaults (other
than indecent assaults which are included under
other sexual offences), robbery, breaking and
entering, theft of motor vehicle, theft over $50,
theft $50 and under, possession of stolen goods,
frauds, prostitution, gaming and betting and
offensive weapons. A residual category for
other offences under the Criminal Code is
provided. This residual category excludes
traffic offences under the Criminal Code, which
information is collected separately. Information
is also collected on offences against Federal
Statutes, Provincial Statutes and Municipal By-
laws, excluding motor vehicle traffic and
narcotic offences.

Statistics on Narcotic Offences are
collected separately by the Royal Canadian
Mounted Police on forms supplied by the Bureau.
Fire crime statistics are also collected separate-
ly on forms supplied by the Bureau by the
provincial fire commissioners in co-operation
with the police.



Referring again to the manual, there are
twelve general rules of scoring offences.
Offences against a person are scored differently
from offences against property. In the case of
offences against the person one offence is
counted for each victim, while in offences
against property the number of distinct or
separate operations are counted, A distinct
operation means the same time, locetion and
circumstance of the offence. Specific instruc-
tions for each offence are also given in the
menual,

The third statistical return is used for
the collection of traffic enforcement statistics.
Data are collected on traffic offences under the
Criminal Code which are criminal negligence
causing death, criminal negligence causing
bodily harm, criminal negligence in the opera-
tion of a motor vehicle, failure to stop at the
scene of an accident, dangerous driving, driving
while intoxicated, driving while impeired and
driving while disqualified. Traffic offence
data are also obtaired in separate categories
for Federal Statutes, Provincial Statutes and
Municipal By-laws from which have been excluded
perking violations. The latter are reported
separately.

The number of fatal traffic accidents are
reported and, as well, the number of non-fatal
(injury) accidents, property damage accidents
over $100 and those with damages $100 or less.
Information is obtaired on the number of persons
killed in these accidents, whether drivers or
passengers, pedestrisns, cyclists, or others.
The number of persons injured is also reported.

There are a number of other items we
collect such as motor vehicles stolen and re-
covered, missing persons, and policemen killed
on duty, whether accidentally or by criminal
action.

The Uniform Crime Reporting System was
implemented on January 1, 1962. Much of the
field work has been done during the first year
of reporting under the new system. Field work
has been facilitated through the organization
of Uniform Crime Reporting Committees in
Provincial and Regional Associations of Chiefs
of Police and, in some areas, these organizations
have appointed zone liaison officers for the
program. These are police officers drawn from
association membership who work quite closely
with our staff at the Bureau on reporting
problems. Generally, the Provincial and
Regional Associations have followed the lead of
the National Association in working closely
with the Bureau in the interests of the program.

The Uniform Crime Reporting Manual has
been supplied to all police respondents and is
now in its third reprinting. It has been used
extensively in seminars conducted by DBS staff
members in different parts of the country. Some
of these seminars have been organized by
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provincial police associations as a part of
their staff training programs held at univers-
ities. Seminars and field visits are conducted
by the Bureau staff members who have had police
experience, which enables them to interpret the
program to the respondents in a common langusge.
This communications bridge is not a one-way
street however, and it is to the Bureau's
advantage that the reporting problems of police
respondents can be interpreted to the Bureau.

We are now at the point of beginning to
see the tangible results of our developmental
work. Three publications will result from the
Uniform Crime Reporting Program - Police
Administration Statistics, Crime Statistics
and Traffic Enforcement Statistics, each of
which will be an annual statistical report.

In these reports data will be available
for Canada as a whole, for each province, for
twelve selected municipal police metropolitan
areas, and for communities having municipal
police departments. Community data will be
classified according to population size. 1In
addition, data will be summarized for each
responding department and will appear in a
detailed list at the end of each report.

I have given you a brief overview of the
history, development, implementation, field
organization and co-ordination of the Uniform
Crime Reporting System in Canada, one of several
programs for which the Judicial Section has
responsibility. I would like now to turr very
briefly to another area.

In our work, we are attempting to integrate
statistical series in the law enforcement,
Judicial and correction fields. The goal of
integration has been described in a number of
ways: one is that the individual statistical
series is of limited interest in itself. Almost
invariably users of statistical data want to
employ different statisticel series jointly.
Reliable individual series may ve produced in
a numper of ditterent ways witn different
definitions and concepts chosen with equal
validity as the primary foundation. Recognition
of the possible joint use of statistics means,
therefore, that all relevant series must be
designed from the beginning to facilitate joint
use. In this view the most useful statistics
require that the whole statistical output should
be conceived as an integrated statistical
system. The application of integration to
criminal statistics has been stated by a number
of individuals, one of whom is Mr. Ronald H.
Beattie. He indicates that ideally information
should be available which would show for every
1,000 persons arrested, individual character-
istics, the time consumed and the disposition
made of each person in each step of the legal
process involving police, courts and the various
correctional facilities. All of such detailed
information has to be gathered from separate
agencies and put together ia.order to obtain a
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reliable and integrated description of the
administration of criminal justice.

An advantage to the integrated approach,
of course, is that segments of the integrated
system can be made the subject of more detailed
study. The integrated frame work provides the
bench marks against which the results of these
studies can be assessed. Such is the case in
a survey which we are now writing up on auto
thefts in Canada, the results of which will be
ready for release in a few days time.

The pre-requisite to integrated data are
conceptual integration, operational integration
and controlled reporting. All three are equally
important. In order to link individual statist-

ical returns, positive identification of each
individual return is required. The only
positive means of identification is the finger-
print method. In order to relate individual
statistical series, standard classifications
are required. We are concentrating on a
standard offence classification, a standard
geographical classification and a standard age-
sex classification.

We are conducting a study in which data
from the various sources I have mentioned are
being integrated., This study, which is con-
cerned with murder, will be useful in itself.
Also important, the study will lay the ground
work and serve as a model for broader applica-
tion in our work.
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RESEARCH NEEDS FOR RECORD MATCHING

Sam Shapiro, Health Insurance Plan of Greater New York

Paul M. Densen, New York City Department of Health

The value for research of bringing together
information on two or more unrelated records for
an individual or family has long been recognized.
Indeed, the present article could just as readily
have been prepared 10 years ago as today. In
fact a proposal for establishing a permanent rec-
ord matching system on a nationzl ?c'le was
advanced by Dunn, 15«20 years ago. 17 But this
proved to be too comprehensive and complex and
fell by the wayside.

With the passage of time, record matching
has been resorted to with increasing frequency
and it is likely that the use of this procedure
will continue to expand, It is the purpose of
this paper to examine some of the substantive
and methodological circumstances that have made
"record matching” a vital issue for many research
interests. Illustrations are drawn primarily
from research that has been completed or is in
progress.,

Definition of reccrd matching and
record systems under consideration

For the current discussion, record matching
refers to the process of collating the records on
specific individuals from two or more sets of
records collected through independent means or
for different reasons. The objective of this
procedure is to combine the information on these
records for research purposes. Usually at least
one of the files of records being searched is
large, relates to the total population or a de-
fined segment of it, and is the result of a
regular onegoing collection process. Such a file
is ordinarily designed to last for a long time.

There are today several networks of records
of this type. Prominent among them are the
Decennial Census with its brosd range of socio=-
logical, economic and housing information regard-
ing a sample of the population; the vital regis-
tration system with its basic facts of birth,
death, marriage and divorce; the 0ld Age and
Survivors Insurance records which now cover well
over 90 per cent of the gainfully employed and
will eventually provide a history of the working
life of individuals employed in particular indus-
tries and geographic areas; the Internal Revenue
Service's income tax returns; and the health
insurance companies' claims and medical records
which contain data on hospital episodes involving
at least 75 per cent of the population and infor-
mation about medical care outside the hospital
for an expanding sector of the population. To
these could be added the networks of 1life insur-
ance, welfare, hospital, and educational records
and the myriad of specialized sets of records
that may exist in a particular community.

Substantive needs for record matching

In a sense, the growth, organization and
strengthening of these vast repositories of rece
ords is a reflection of the increasing complexity
of our society and of the economic, social and
health problems it faces. The record systems are
of course repeatedly being treated as closed, self-
contained sources of information and mined for
data relevant to outstanding problems of the day.
But for some of the most pressing questions, this
approach is inadequate. The reasons are quite
apparent, The range of observations collected
through a single record system is restricted and
frequently the issue under study concerns events
for which the system was not designed to collect
information in tune first place. Many of these
problems or limitations are, however, overcome
when data in two or more existing record systems
can be made to supplement each other or when a
routinely collected set of records is used as an
adjunct to records generated for specific research
purposes. These two types of situations are dis-
cussed more fully below in relation to the issues
that led to the use of a record-matching procedure.

Studies dependent on multiple sets of established
record systems

In the health field extensive use for
research purposes has been made of two or more
sets of established records. Many health depart-
ments have for years been matching live birth and
infant death records to enlarge knowledge about
risk factors affecting mortality in infancy.

This activity is now so well established in many
states that it is not always appreciated that it
was undertaken in response to a major change in
the nature of the infant mortality problem. As
long as infectious diseases were the primary causes
of death among the newborn and progress was being
made in reducing the infant mortality rate, re-
quirements for data could in large measure be
satisfied from the items on the death record.
These included race, sex, geographic area, cause
and age at death.

As postnatal environmental conditions receded
in importance, pressures developed for learning
more about the influence of prenatal and natal
circumstances on infant mortality. Despite the
fact that the vital records are far from perfect
instruments for comprehensive inquiries into these
matters, it was recognized that through the mech-
anism of matched records a broad extension of
relevant information could be quickly and econom-
ically accomplisheds To the usual set of
variables on the death records, it became possible
through matching to add items on operative proce-
dures at delivery, characteristics of hospital
where the birth occurred, birth weight, ages of



parerts, birth order, etc., from the birth record
for new types of investigations,(2)

One of the most intriguing exploitations of
information in completely unrelated record sys-
tems has been carried out by Mancuso and Coulter.
Their general interest was in determining "how
various cohort industrial population groups, dif=-
fering primarily in the exposure of the working
environment in the same and different geographic
areas, vary among eaih other in morbidity and
mortality patterns®”. 3) This was pursued to good
effect ir a study of mortality risks among em-
ployees in an asbestos plant. The investigators
used the BOASI records to establish a cohort of
persons working in a particular asbestos manue
facturing compzny during 193821939, This cohort
was then followed to determine subsequent mortal-
ity. Death claims for benefits related to the
cohort were used as a basis for locating death
certificates on file in vital statistics offices.
Death record information was supplemented where
possible by reports of microscopic findings and
then combined with the BOASI record data for
analytical purposes. An association was found
between employment in the asbestos industry and
mortality due to asbestoses and cancer of the
lung and of the peritoneum.

Mancuso and Coulter concluded from this and
other experiences that through the merging of
data on existing health, insurance, employment
and earnings records, cohort studies of great
importance for industrial health programs would
become feasible., The link that they saw was the
Social Security number. It should be noted that
many of the same records are pertinent to other
areas of interest. Occupational mobility and
changes in economic status at various stages of
an individual's working life are of considerable
significance to behavioral scientists concerned
with, for example, parameters of family formation
and stability, changes in social class structure,
and emotional disorders.

Another study of particular interest is that
being conducted by Hauser and Kitagawa using the
enumeration schedules filled out in the 1960
Decennial Census and the copies of certificates
of deaths that o?c?rred during the 4 month period
May-August 1960.(#) The desired end result is
the location of the appropriate set of Census
data for each of the persons who died and the
merging of all of the pertinent facts of death
with the sociological and economic data collected
through the census. This is unquestionably the
most formidable record matching operation ever
undertaken in this country, involving as it does
records for the 179 million persons enumerated
and for a half million deaths,

It is not the purpose here to dwell on the
matching problems--that is the prerogative of
those attempting to solve them-=but rather to
indicate that this difficult activity is aimed
at relieving some of the basic shortcomings of
the death record. It is no longer possible to
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satisfy the needs for mortality information
through the limited range of parameters available
on this record. However, the linking of the
death record with the Census record should open
the door to the exploration of the relationship
between income, education, occupation, housing
and othsr environmental factors, and death due

to specific chronic and acute conditions,

Additional uses made of established record
systems to satisfy research needs come to mind,
Lew and associates investigated mortality risks
associated with deviations fr?m average weight
and with high blood pressure. 5) Medical obser-
vations made at the time individuals applied for
life insurance were linked to mortality records
over a long period of time to arrive at relative
risk factors which are of great utility not only
for underwriting purposes but also for the current
efforts to understand for example the relevance
of weight and blood pressure to mortality dus to
coronary heart dissase.

Also, Newcombe and co-workers developed a
project to link routinely collected population
records from which information could be obtained
on differential fertility and mor%g}ity in fami-
lies carrying hereditary defects. The basic
step in the program consisted of linking birth
registrations (about 400,000 in the years 1946-
1958) with the marriage registration of parents
(114,000 for the same period) in the Canadian
province of British Columbia. The unique feature
of this study is that Newcombe applied computer
technology to a large scale record matching
problem.

Finally, through the linking of marriage,
birth and divorce records, Christenson has probed:
into factors associated with child spacing ?re-
marital pregnancy and marital dissolution.(7
The starting point was the file of records of
marriages that occurred during a particular period
in three local areas., These were then matched
against birth record files covering varying
lengths of time after the marriage. In two of the
three communities the search also included divorce
records, The data derived from these three sets
of records proved to be useful for a number of
speculations regarding, for example, the relation=
ship of sexual permissiveness in a culture to
premarital pregnancy and the effects of the preg-
nancy on hasty marriage and on subsequent divorce.

Studies dependent on special research records
linked to established record systems

Even if it were possible to combine all
existing record systems, there would be a large
deficit in information required for most studies.
This is inavitable. Routine records can not be
expected to answer all questions for all time even
within the field where they are located. Other
methods for obtaining data are of course more
appropriate for certain types of research and are
being used extensively, e.ge, personal interview,
mail survey, special medical examinations.
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Without flexitility in the approach to
protlems research would quickly dry up. However,
an existing record system frequently serves as
the most reliable and convenient source of an
essential part of the desired information, For
example, many long term population studies which
stzrt with biological, physical, behavioral or
social observations obtained through special
inquiries are concerned with the relationship
between mortality and these initial characteri-
zations, Persons who die must be identified and
facts about their death retrieved from the appro-
priate death certificates. Matching with death
records may involve only those persons known
through other sources to have died or with the
entire cohort in the absence of such knowledge.

Dorn, Hammond and others integrated smoking
histories obtained through a mail survey or
personal interview with information on death
certificates for perscns in their cohorts who
died in succeeding years. Through follow=up
procedures in the field Hammond determined peri-
odically who was living and who had died.(8§e
The search for matching death records was then
initiated, Despite the fact that he was dealing
with a large cohort (188,000 men), Hammond was
able to keep track of the survival status of the
overwhelming majority in his cohort and to locate
the death record for every man reported as having
died (11,870 deaths in a 44 month period). As
is well known, the information was then used to
examine the relationship between smoking and
lung cancer and other causes of deaths In this
study the investigators had many of the specific
details needed to search for death records.

Not all studies concerned with mortality
are so favorably disposed and the effort re-
quired to identify deaths through manusl or
punched card matching procedures is so great
sometimes that it deters much needed research.
However, present experiments in matching records
through computer techniques will, hopefully,
change the situation and improve the prospects
for conducting long-term follow-up studies
related to health. Reference has already been
made to Newcombe's efforts and the problem that
led to his use of computers for record matching
purposes. Two other studies are cited below as
1llustrations of the opportunities for research
that will occur when computer matching tech-
niques are refined.

In both, the matching operations are being
carried out by the Health Insurance Plan of
Greater New York in cooperation with the New
York City Department of Health. One of the
studies is designed to measure the incidence and
prognosis of coronary heart disease in a popula-
tion of 120,000-130,000 persons aged 2564
years.(9) 1Incidence is to be determined through
a combination of medical and hospital data and
the findings of special medical examinztions.
New cases are being located during a 5 year peri-
od; and the course of the disease is being stud-
ied also over a 5 year period. The follow=up of
patients admitted to the prognosis cohort

presents no special problem, There will be
about 2,000 such cases and there will be fre-
quent communication with each of these patients
or next of kin in case of death. Mortality can
therefore readily be determined and death records
obtained.

However, death from coronary disease can
occur suddenly among patients not in the progno=-
sis cohort. This circumstance makes it necessary
to place the entire population under continuous
surveillance for mortality. It is not known to
what degree deaths among H.I.P. members are
reported as such to the Plan. For this reason,
a test is being made which involves matching
computer tapes that contain identifying informa-
tion from the H.I.P. records against similar
tapes prepared from records of all deaths among
adults that occur in New York City during the
study yezrs.

In the other study, two matched samples of
30,000 women each (aged 40-64 years) are being
followed for about 10 years to determine differ=
ences in mortality from breast cancer.(10) One
of the samples is being asked to come in for
periodic clinical and x-ray examinations through
which it is expected that breast cancer will be
diagnosed at a comparatively early stage. The
other sample of women will follow their usual
practices in seeking medical care. The need for
a more efficient method in locating deaths in
both cohorts than direct communication with them
or their families is critical and the plan is to
rely heavily on the same type of computer match=
ing procedures being tested for the Corcnary
Heart Disease study.

The projects discussed involve large study
populations under observation for long periods
ard require a repetition of the matching process
at intervals. There are, however, many other
cases in which established record systems are
entered only once to amplify the information
ccllected through special studies. Furthermore,
the study population is quite small., Anderson,
Feldman and Sheatsley supplemented data on hospi-
tal and medical utilization and costs obtained
through household interviews by obtaining expand-
ed and more specific information on these items
from the matched records in the files of health
insurance plans.(11 Bright, Lilienfeld and
others are following up on persons who were
covered in the Hunterdon and Baltimore chronic
disease studies about 10 years ago to determine
the relationship between morbidity findings on
both interview and special medical examinations
conducted at the time and subsequent mortality.
(12) Death records have an important function in
this investigation and must be located.

Methodological reasons for record matching

Record matching is often carried out in
response not only to a need for otherwise un-
available data but also because of the opportuni-
ty it offers for obtaining improved information.
This is true for many of the projects already



discussed. In the case of the Anderson, Feldman
and Sheatsley studies much of the information
obtained through record matching was already
covered in the household surveys. But, through
recourse to records they were in a position to
correct response errors as well as expand their
range of information.

The Hauser-Kitagawa study based on matched
census and death records has as one of its major
objectives the improvement of mortality rates
resulting from the availability of comparable
numerators and denominators, Ordinarily rates
by age, race, marital status, residencs and
occupation are computed by using for the numera-
tors information on the death certificate and
for the denominators corresponding items on the
census schedule, It is well known that for
several of these variables major differences
exist between the two record sources. Use of the
same document (the Census record) does not elimi-
nate all sources of error by any means but it
deals effectively with the problem of incompara-
bility.

One additional reasor for record matching
to be taken up here is related entirely to meth-
odological considerations, Studies have been
carried out by means of matched records whose
sole purpose has been to measure bias or errors
in information obtained through a particular data
colleetion procedure and to find ways of improv-
ing the accuracy and completeness of the
information,

The National Health Survey has made such
methodological studies an integral part of its
one-going statistical program, During the past
few years, the household survey approach of the
National Health Survey has been exam%neg inten-
sively for strengths and weaknesses.'13) Chronic
diseases reported in household interviews have
been checked against medical record information
to determine the completeness of such reports.
Similarly indices of accuracy of reporting hospi-
tal episodes on interview or in a self enumerated
survey were obtained through comparisons with
hospital records. In all of these studies, the
objective is to learn a great deal more than is
now known not only about validity of the informa-
tion being collected but also what the correlates
of poor reporting are. The technique has wide
applicability for the testing of other data
collecting mechanisms, e.g., mail or telephone
surveys, diaries.

Ultimately these methodologzical studies will
clarify the types of data that can be collected
by a particular procedure with sufficient accura-
¢y to make them usable. This is a weighty issue
for all investigators. From the standpoint of
the present paper the important point is that the
validation procedure is dependent on the correla-
tion of information in two different sets of
records,

The 1940 and 1950 Birth Registration Come
pleteness Tests represent record matching on a
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"grand" scale to determine the accuracy of a
record collection systemes In both tests,

special infant cards were filled out by Census
enumerators for children born in the early part
of the census year; in 1940 about 700,000 cards
were prepared and in 1950 over 800,000, (1%)

Birth records were matched against these infant
cards to measure the underregistration of live
births, and in 1950 the underenumeration of
infants, Matching procedures differed in these
two tests. For the 1940 test, the approach taken
was to match records manually., But in 1950, it
was decided to place main relliance on a mechani-
cal procedure based on punched cards., Through
the application of a series of alternative match-
ing criteria followed by visual inspection of
paired record data, the 1950 test found the new
approach efficient, accurate and highly suited

to the rapid production of detailed test results.

Validity studies not involving governmental
statistics have also been carried out repsatedly.
One of the pioneering studies involving magched
records was that of Parry and Crossley.(15
Their concern was with reports of voting; ownere
ship of a home, driver's license, or library
card; and donations in a community drive for
funds. All related records available in the area
were systematically scanned to determine the
accuracy of the responses to the survey questions.

Conclusion

The need for record matching has been
approached through a review of research that has
utilized this procedure. Undoubtedly other cases
can be cited in which record matching because of
its complexity and cost had to be replaced by
other, less satisfactory methods of obtaining
information. Also, existing records are not al-
ways the most complete or precise source for data
required and record matching becomes a poor sub-
stitute for other methodologies. However, there
is often no alternative to record matching and,
in fact, many of the studies previously referred
to could not have been undertaken without the use
of interrelated records. Furthermore, the ever
increasing complexity of our society is resulting
in the development of voluminous record keeping
systems for large segments of the population and
these systems represent a reservoir of informa-
tion regarding many significant health, economic
and social problems,

Record matching will however continue to be
a laborious, difficult and sometimes impractical
process unless it attracts greater attention both
from persons responsible for developing record
keeping systems and from statisticians concerned
with methodology. By its nature, record matching
requires a broad perspective of the function of
record systems. Often, persons charged with the
responsibility of establishing record systems
think only in terms of the most immediate admine
istrative needs that have to be satisfied. Even
when the outlook is not so narrow, there is
almost no attention given to the content or
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organization of the records that might facili-
tate their being matched with other sources of
information. This applies to both routinely

collected records and special research records.

Today the common thread in almost all rec-
ords consists of age, sex and address informa-
tion. This consistency has not occurred because
of any interest in record matching and indeed
the thread may in some instances be too thin for
matching purposes. A prerequisite for a change
in the present situation is to 1ift record
matching from its present haphazard state and to
consider seriously the basic elements that would
facilitate it. This might lead to a convention
regarding a minimum set of common items for
routine and research records. For example, the
addition of socisl security number which has
been suggested by many would provide a potent
item of identification for studies involving the
adult population.

Not only content needs to be considered but
also the organization and storage of record
information and efficient techniques for record
matching. Some steps have already been taken in
this direction. Record systems are increasingly
being placed on computer tapes and the applica-
tion of computer techniques to record matching
is being experimented with in several areas,
including Canada, California and New York City.
These new approaches will hopefully ease the
burden of dealing with massive sets of records.

Firally, it must be recognized that we are
faced with a set of long term needs for record
matching and that the problems will not be re-
solved by any easy formula., Personnel is needed
to concern itself with the elements discussed,
i.e., content, organization and technology. The
statistician has one of the greatest role in this
effort and his training should reflect this
responsibility., It is time that the design of
record keeping systems for statistical and admine
istrative functions was upgraded to a high
priority activity among statisticians and that
record matching was accorded the prominent place
in the array of methodologies available for
research that it merits.
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RECORD MATCHING--THEORY AND PRACTICE
(Abstract)

Philip M. Hauser, University of Chicago and
Patience Lauriat, U. S. Bureau of the Census

After discussion of some of the principles
and concepts behind matching of independent
records, the paper presents some discussion of
the experience of the U. S. Census Bureau in a
study sponsored by the University of Chicago.
The purpose of the study was to obtain data on
the socio~economic characteristics of recent
decedents by matching a sample of death certifi-
cates, representing deaths occurring during the
period May through August 1960, to the Stage |
and Stage Il 1960 Census records. An overall
match rate of about 80% was obtained. The
matching was done clerically, using the address
of usual residence, primarily, as well as name,

color, sex, and age of the decedent. If a per-
son could not be matched at the usual address
given on the death certificate, or the usual
address could not be allocated to a census
enumeration district, the enumeration book for
the institution where the death actually took
place, if the death occurred in an institution,
was searched for a possible name match. In order
to obtain data on socio-economic data of dece-
dents under one year of age, a possible match
was searched using the mother's address and name
as reported on the death certificate. The paper
also includes some information about basic demo-
graphic characteristics of matched and unmatched
decedents.

AN EVALUATION OF SOME MECHANIZED MATCHING OPERATIONS
(Abstract)

Joseph F. Daly, Herman Fasteau and Peter Ohs,
U. S. Bureau of the Census

The Bureau is now preparing to conduct
Economic Censuses covering the calendar year
1963. This paper relates some experience bear-
ing on our ability to mechanize three of the
matching operations associated with these cen-
suses. All three operations seem simple enough
at first sight, but turn out to require a sur-
prising amount of planning and control. One in-
volves the matching of addresses (nearly 4 mil-
lion in number) on a mailing list against a
reference file to assign geographic codes needed

for the tabulations. The other two match re-
turned reports against master lists to determine
which firms have reported and which firms need
further follow-up. Semiautomated techniques for
checking in the reports have been tested on the
1962 Annual Survey of Manufactures and on the
precanvass of multi-unit firms with encouraging
results. And the computer operations as asso-
ciated with the advance location coding of the
mailing list are now far enough along to be
evaluated. (Related documents are available
upon request to the authors.)
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EXPERIENCE WITH COMPUTER MATCHING OF NAMES

William Phillips, Jr. and Anita K. Bahn¥
National Institute of Mental Health

For many years, epidemiologists, adminis-
trators and biostatisticians have felt the need
for a large comprehensive case register for men-
tal illness similar to those in use for cancer
and tuberculosis. Such a register can provide
unduplicated patient counts for rates of diag-
nosed incidence and prevalence of mental dis-
orders, data on patient movement between
facilities, changes in diagnosis and other
longitudinal information not systematically
available through any other means. In order to
initiate such studies, on July 1, 1961 a psychi-
atric case register was established for the
State of Maryland, in cooperation with the
National Institute of Mental Health (1).

When planning for the project, the main
problem foreseen was the linkage of records for
the individual who receives services in more
than one psychiatric facility. Psychiatric
services to Maryland residents are provided by
over 100 facilities and each facility has its
own patient numbering system.

In exploring the possible methods of record
linkage, name and address was considered essen-
tial. (State legislation now protects the con-
fidentiality of this information and assures its
use for research purposes only.) Although
social security number has discriminating power
and is now requested, it could not be used as
the primary matching factor because of the
large number of child patients without a social
security number, the resistance of patients to
furnishing this information, and the lack of
social security numbers on reports already on
file as part of the ongoing State reporting
system.

A second major consideration was the even-
tual large size of the register due to the

relatively few deaths in this patient population.

For example, within five years we expect a cumu~
lative file of 120,000 psychiatric experiences
representing 60,000 to 80,000 different persons.
Primary clerical matching of names, although
feasible for the first year or two, would soon
become unwieldy and unreliable. The anticipated
size of the register warranted the use of
computer methods for person matching.

Probability factors for computer decision
based on the frequency of names and other char-
acteristics of our unique population were not
available pending detailed population analysis
and large scale matching experience (2). We
planned, therefore, to establish computer

* Mr. William Phillips, Jr. is Digital Computer
Programmer and Dr. Anita K. Bahn is Chief,
Outpatient Studies Section, Biometrics Branch,
National Institute of Mental Health.

methods which would be largely "trial and error"
and would attempt to duplicate clerical processes
and judgment in checking on a number of identify-
ing factors simultaneously in deciding on the
match of a pair of records (3).

Initial rules for computer decision as to
whether a match is positive, possible, or
rejected were established on the basis of reason-
ableness, some clerical matching experience, and
our general knowledge of the reliability of the
reported data. It was decided that clerical
review would be made initially of all "positive®
and "possible™ computer matches, not only to
insure against false linkages and for resolution
of possible matches, but also to review the
results so that our methods could be improved.

Only those computer programs which are
essential to the patient matching and record
linkage will be described. Our first matching
operation involved a comparison of reports of
patients on the rolls of psychiatric facilities
on July 1, 1961, in order to establish the
psychiatric case register. We will later
describe the operation of checking new reports
with the established register to determine
whether the record is for a previous registrant
or represents an accretion to the master file.

Establishment of the register file

A total of 22,869 cases were enrolled in the
various facilities on July 1, 1961. Our first
step was the automatic assignment of a temporary
or pseudo register number to each record in order
to facilitate record retrieval, correction, and
linkage. Beginning with the pseudo-number 5,
numbers were assigned by an arithmetic progres-
sion of tens. During matching, if two records
were considered to be a "positive" match, the
pseudo-number of the second listed record was
replaced by the pseudo-number, minus one, of the
first record. If a second match was detected,
the pseudo-number for this record was also
replaced, but with the first pseudo-number less
two. This process provided for the identifica-
tion of ten matches for the same individual.

(The maximum number turned out to be three.) At
a later date, all records were sorted using this
pseudo register number which resulted in all data
records for the same individual falling in
sequence. We were then able to combine all the
data for each "individual™ and assign a single
permanent register number to each record. (All
records for each individual are maintained in the
master identity file as part of the permanent
record and used in subsequent matching and
updating processes.)

In making a check for duplication, the ideal
method would be to check each record against all
other records on all common factors of identity.



This, of course, is not feasible with current
equipment. It would mean a maximum of 261

million comparisons or (?28692 - 22862\ of one
2 /

record against another and possibly 6,000 hours
of computer time (8.5 milliseconds X number of
comparisons). Therefore, we had to group
records into blocks of a size which can be
handled by our computer.

We chose to group the records by a phonetic
code, commonly referred to as the Russell
Soundex code. This is a system whereby the con-
sonant sounds of the surname are assigned num-
bers which are accumulated into a code designed
to compensate for the common misspellings. For
example, Brown, Browne and Braun all have the
same code (1650). In usual practice, the first
letter of the surname comprises part of the code
and is not assigned a number. We varied this
system by coding the first letter as well as the
remaining letters so that names such as Cohn and
Kohn would be compared (see Figure 1). The
codes are all four digits in length.

The Soundex code was assigned by a computer
program. For married women with maiden names,
the record was reported differing only in the
Soundex code assigned.

By use of the four digital Soundex code the
file was divided into 1,007 different Soundex
groups, of which 31 had more than 150 records.
The largest group was "2520" with 519 records.
Although such different names as Jones, James,
and King, for example, were included in this
group, our concordance rules about correspond-
ence of letters in the name eliminated such
obvious mismatches (see Figure 2).

We read all of the records of each group
into core memory of the computer and cross-
checked every record within the group. The
first check of this program comperes surname,
address, first name, and birth year (see
Figure 2). The tolerance rules established for
concordance of these factors in a positive match
were considered conservative. If any field was
missing, the comparison of these fields was con-
sidered not in concordance. Whenever a match
was accepted as "positive," further checking of
the record was discontinued. If agreement
within the specified tolerances was not achieved,
but the match was considered as possible, a
second check was automatically made on the basis
of social security number and maiden name,
factors which can aid in positive identification.
The final group of factors or third automatic
check, if agreement was still in doubt, con-
sisted of sex, race, and complete birth date.

We made a total of approximately 1,700,000
comparisons of one record against the other.
Total computer running time was four hours. At
the completion of this program, 627 "positive"
and 1,011 Mpossible™ matches were presented in
list form for clerical scrutiny. The print
record contained the complete name, address, sex,
race, birth date, facility code, patient case
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number, and, in addition, a pseudo register
number.

Two clerks spent two days each examining
these matches. These clerks were primarily key
punch operators who were familiar with the codes
but not with the matching program. They deter-
mined that 553 "positive" matches were truly
positive, 169 "possible" matches were true link-
ages, and 736 "possible" matches were not true
linkages. After this preliminary check, another
clerk, who had a thorough knowledge of the logic
of the program, spent two weeks checking the
doubtful items in detail, referring back to case
records or querying facilities where necessary.
The final count of positive and false linkages
by decision rule is summarized in Figure 3A. A
total of four percent of the records or 604 of
the positive and 201 of the possible matches
were classified as "duplicates.”

The clerks then prepared a final list of
records requiring change. This included, in
addition to discrepant information, corrections
to the pseudo register number for "positive®
matches determined to be non-matches and for
"possible™ matches determined to be "positive."
An additional clerk day was required to punch,
verify, and review the 298 cards used to make
adjustments. The program to correct the file of
26,051 records (including 3,182 maiden name
records) ran approximately ten minutes.

In reviewing the efficiency of this first
unduplication program, it should be noted that
few social security numbers were available for
agsistance in checking at the second stage of the
program, and, actually, all social security num-
ber comparisons came out as unequal. Also, the
month and day of birth were missing in a large
percentage of our cases, which caused many link-
ages to be listed as possible instead of posi-
tive. Clerical determination that these cases
were positive was aided by the fact that most of
these patients were on the books of both the
State mental hospital (i.e. on convalescent
leave) and the clinic attached to that hospital
(see Figure 3B).

Since the establishment of the register, we
have been successful in obtaining many of the
missing birth dates. This will make it possible
to conduct a second primary grouping of the
master file on the basis of birth date in order
to associate "duplicate® records whose Soundex
codes are dissimilar. This month and day of
birth check has already been used in the updating
programs which will be described next.

Updating the master file (first year's
experience

In updating the register master files with
fiscal 1962 data, we began with 22,323 admissions
to psychiatric care. First we extracted from the
admission (detail) records only the information
necessary for our linkage checks. Pseudo regis-
ter numbers were again assigned to each record
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for later association, and in addition we added
another field to the linkage search record for
inserting a located permanent register number
(see Figure 4).

A preliminary matching program by facility
code and case number searched for readmitted
registrants who could be identified by their unit
case number.

A person-matching program was used to link
the remaining admissions with the master file
(see Figure 5). We learned from our previous
check that the addition of sex as a grouping
factor would not impair the efficiency of our
program and would shorten the computer running
time. In addition, some changes in final deci-
sion rules were made (from "reject™ to "possi-
ble") to permit clerical verification of our
logic.

We read into computer memory core all of the
records from the master file for the same
Soundex-sex group. We then read the detail
records for the same group into core memory, one
by one, and compared each record to every record
in the master group. When a match which we con-
sidered to be a M"positive"™ linkage was detected,
we extracted the register number from the master
record and rewrote the detail record on a located
register number file. We also prepared a print
record showing all information for both the
detail and master records for later clerical
verification. Further computer checking of
these records was discontinued.

When the computer program detected a possi-
ble linkage, a print record was prepared showing
all details and computer checking was continued.
As with our program to establish the register,
there could be several "possible" linkages for
each detail record. If no "positive" linkage was
detected, the detail record was rewritten on an
unlocated register number tape file to be
processed through the next program.

In the first person-matching program used
for the updating process, the computer made
1,501,690 record comparisons and classified 2,685
records as positive linkages and 3,219 records as
possible linkages (see Figures 6 and 7). Each
set of print records (master and detail) were
examined clerically. We changed a total of 317
computer decisions (29 "positive" to "reject" and
288 "possible" to "accept") (Figures 6 and 7).
Twelve of the 29 positive changes appear to be
twins (A0630 category). There were 2,944 net
linkages from this program. This figure is
inflated slightly because of a number of dupli-~
cate linkages based on both the maiden name and
the married name for the same person. This
duplication will not interfere with our process-
ing as we had planned for this eventuality. The
actual number of person-linkages was 2,850.

Our analysis has pointed out several desir-
able refinements to this program. Two of the
major modifications are the discontinuance of
print records for the AOOOOcategory whenever we
have agreement on month and day of birth or

social security number and the changing of A0232
to a positive linkage. These changes will
reduce the amount of clerical work.

Clerical scrutiny of the listings required
30.5 hours of clerical time. In addition, four
clerical days were spent in checking further
into the 112 linkages where a decision could not
be made from the listing, and six hours were
spent in punching, verifying, and reviewing the
317 cards to correct the "located™ and
M"unlocated™ tape files.

The final rejects from this first updating
program were then processed through a second
program in which month of birth, day of birth,
and sex were used as primary grouping factors
(see Figure 8). These factors were chosen in
order to check cases where the names were
entirely different or so misspelled that the
Soundex code did not permit them to be compared.
The same general processing principles as in the
previous program were used (i.e. each detail
record was checked to every master record of the
same month of birth, day of birth, and sex).

The adjusted unlocated register number file
from the Soundex check was used as input to this
program along with the master identity fils.

The computer listed 300 matches of which 219
were classified as "positive" and 81 as
"possible™ (see Figure 8). Running time for the
program was one hour and 20 minutes. Again, we
checked all linkages clerically and made adjust-
ments to both the located and unlocated files.
This required 6.5 clerk hours.

The yield of this program was very meager.
We had a net of only 85 linkages. A few of
these linkages were unique because of the fact
that we had no name on the admission record
(about one percent of the records have no name)
and others had completely different surnames.
There are several factors which could account for
this small yield: the large number (2,000) of
cases with month and day of birth still missing
and the previous detection of most linkages by
the Soundex program. This month and day of
birth check may become more valuable in time
when there are more possibilities of name change
due to adoption of children or remarriage where
maiden name is not reported.

After checking the input against the master
file for a previously assigned register number,
we had remaining a file of approximately 19,000
admission records which were not linked. These
records represent new admissions to psychiatric
service since inception of the register. As
there are undoubtedly duplications within this
file, we are planning to use person-matching
programs similar to the Soundex check for persons
on the rolls July 1, 1961 plus the month and day
of birth check. These programs will include the
further refinements pointed out by the 1962
updating programs.



Discussion

We envision a continually expanding case
register which may ultimately contain over a
quarter of a million names. At present, regis-
ter maintenance and updating require the match-
ing each year of over 20,000 additional records
and 30,000 resident death certificates. It is
expected that the number of records to be
matched annually will increase due to the open-
ing of new facilities. The development of
computer programs for primary person matching
seems warranted, therefore.

A series of rules for this operation has
been established on judgmental grounds. A
record is kept of the outcome of each decision
rule so that its yield of positive and false
matches can be determined and the rule modified
by experience. Because of the large amount of
missing data in seversdl fields, we will have to
distinguish missing information and other
unequal comparisons. The large number of link-
ages with disagreement in address reflects in
part differences in the punching of addresses.
We have standardized this punching as much as
possible, but abbreviations used in the past are
still causing difficulties. It is also our
intention to revise our programs in the future
to decrease the number of print records and
thereby reduce the amount of clerical work.

Our first computer matching operation of
23,000 records with each other to establish the
register required 4.2 computer hours and 120
clerical hours for residual matching. Based
upon the experience of another register one-
fourth the size, it is estimated that approxi-
mately six man months of clerical time would
have been required if the matching operation was
entirely clerical, that is, for a clerk to
review each record against the name of other
records in an alphabetical listing.

In the linkage of new admissions to our
file, we benefited from our first duplication
check. The computer program for the linkage of
records by Soundex grouping ran for three hours
and 23 minutes and 68.5 hours of clerical time
were required. For the check by month and day
of birth grouping, one hour and 20 minutes of
computer time was required, and clerical person-
nel spent 6.5 hours in scrutinizing the linkage
and preparing correction punch cards.

Although the programing and other costs of
making these checks are high in proportion to the
number of cases, our costs will decrease over the
years with refinements to our programs and
improvement in the accuracy of our data. From
the results of sample studies based upon clerical
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review of the alphabetical master file, we esti-
mate that we are missing between .3 and .5 per-
cent of the linkages. We are planning further
sample studies to improve our computer methods
for linking these misses. A primary sort on the
basis of address is also planned.

In addition to routine statistical checks
of each master record for internal consistency
of data, there will be a continuous review of
sample files to detect false linkages.

As soon as we have completed the updating
of our master files with fiscal 1962 data, we
are planning a series of “death clearance®™ pro-
grams. We have obtained a duplicate set of
punch cards for all Maryland deaths during
fiscal 1962. It is our intention to run these
records through the same programs used to update
our register and obtain the cause and date of
death for any of our patients who have died.

There is still much work and experimenta-
tion to be undertaken to improve the efficiency
of the maintenance of such a file by an elec-
tronic computer. Of course, additional identi-
fying information on patients such as birth
place and mother's maiden name would increase
the discriminatory power of the computer. Such
information cannot now be requested. However,
we believe that the greater accuracy, consist-
ency, and efficiency of our present computer
program as compared with clerical operation for
a register this size justify continued experi-
mentation. Furthermore, these methods permit
the matching of large rosters of individuals
obtained from other sources, such as welfare and
criminal records, to our master file.

We believe our methods to be generally
applicable to other types of person-matching
operations.
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FIGURE 1

Phonetic Code Used in Maintaining Register

The consonants of the surname are assigned numbers according to
the following schedule and rules.

Code Letters

1 B, F, P, V

2 C’ G’ J’ K’ Q’ s’x’ Z
3 D,

4 L

5 M, N

6 R

Not coded A,E,1,0,U,W,H,Y

Rule 1

The code for any name consists of 4 digits. If a name does not
have sufficient coded consonants, zeros are added to complete the code.
(e.g. Lee: 4000), If there are more than 4 coded consonants, the code
is truncated. (e.g. Malinauskas: 5452).

Rule 2

If 2 or more consonants which have the same coded number come
together, they are coded as only one letter.
Phillips is coded: 1412

P is coded 1 I is not coded
H & I are not coded P is coded 1
LL is coded 4 S is coded 2

Dickson is coded: 3250

D is coded 3, I is not coded, C K and S all have
the same code value 2, and occuring together they are coded as one
letter, o0 is not coded, N is coded 5, and a zero is added to complete
the code.

Rule 3

Consonants having the same code number but separated by one or
more vawels (a,e,i,o,u,y) are coded individually.

Dgficcio is coded: 3220
Wyman is coded: 5500
Rule 4

W and H do not separate consonants. If two consonants having the
same code are separated by a W or H, they are coded as one consonant.

Sachs - 2200



FIGURE 2
Soundex Check for Linkage

July 1, 1961 Population

FIRST CHECK SECOND CHECK THIRD CHECK
Refer{Sound- irt &E:rt
ence lex ﬁur- Firs ear Eoe. id. ex . &Birth
Gode jcode name |Addr.rangeDecision|iSec.fineme Pecision|race dav year Decision
A00 0 ol ol olo /N //.//////*7//// (/L LLALL I
A0200] 0 | 01 0 | O | 1 Possible][ 0 [0 Wecept |I////F/7//V7 7A777 77 /"
40110 0|1 ccept /777171 /x17 /AT Llf
A0120 1 0 ccept ||////A//// 4 AL ST
A02%0 1 1 ossiblell 0 0
A0L31 0 . 1.
A0132 1] 0
0133 1 1
A0200] O 0 0 1 0_ Possible| 0 0 ccept W////V///
10210 0 [1 %cept g
A0220 1|0 laccept [[////V//7V
A0230 1 1 ossiblel| 0 0]
A023% Q 0
40232 0 1. 1.
A0233 - 0 1
A02%W 1 Q.
40235 1 0
A0236 P B
40237 i 111
01 0 ol ol { 1 1 et W/ /ML L
AOKOO] O 0 1 0 0 [Possiple]| O 0 eot I7///Y/, 2
AO410 i 0 1 ccept [V ///0/ 77
AQ420 _ 1 10 Jaccept |I///7Y. .. :
AQk30 1 1 ossiblell 0 |. O
AW 0 0 ’; ept .
A0L432 0 l_1_; O .Fessible. _ ..
AOK33 0 1 ! 1 Reject B
AQkW 1 C.].0 lPossible
AO43S 1 0 ! .1_DPossible
A0436 111 1.0 Reject
A0437 1 11 1t Reiect -
A0500] O 0 1 0 1 [Possible|] O 0 ccept V//// /’,3”"'{—" T LD w7
A0510 0 1 laccept |I//7A77°Y: M/
40520 1 [0 lecept [f//717 "7 "~ 4 o
40530 1 |1 [Possiblel|l 0 | 0 | 1 [Possible
A0531 0 1 1 1 Reject
A0532 1 0 1 [Possible _
AQ333 1 1 1 _Reject ]
A0600] © 0] 1] 11 0 |Possible]l 0 | 0 ﬁccept TNV 7747 [T T
_A0610 0|1 laccept |I///// [%%;/ LI
40620 1|0 |accept W/ N/ /TN 77/ F 77777
A0630 1 1 |Possible|l 0 0 C_ iiccept A
A0631 0! 0] 1 lpossivle
A0632 0 1 0 |Possible
A0633 0 1 1_|Reject _
A06H 1] 0 0 |Possible _ _
A0635 1 0 1 lPossible
_ADA 1 1 0 Reject
40637 1 1 T Reject™ 77
(Cont'd.)
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FIGURE 2
Soundex Check for Linkage

(Cont'd.)
July 1, 1961 Population

FIRST CHECK " SECOND CHECK THIRD CHECK
Refer4Sound- Birt! irthl
ence SurdFirs lyear oc. Maid, x &mo. &Birth
code [code {rangdDecision|Sec.#name Pecision|race Ps,v year [Decision
ool o Jolf a1 1l 4 1 TIILL AT, AL A A
A0B00] 0 1 1 0ol ol 0 AL LA A
A0900] 0O 1 [ o] ol 1 lpossibleflo [0 Jaccept [I////0/////N/ [/ 1/ ///000[[L.L i
A0910 0 1 laccept /7//N//1I/TA /777
A0920 1 10 LNV T
A0930 1 1 0 0 1 .
AQ931 0 1 1 Reject
A0932 1 0 1 [Possible
A0933 1 1 1_Reject
A1000] O 0 0 t W/ LA A
A1100] 0 0 1 ct W/ AL LA //////j//]Z"T
A1200] 0 1 1 01 0 lPossiblell 0 [0 JAccept [/ ///%///////// /111111111 4‘
A1210 0o |1 ot /AR LT
A1220 1 [0 v /AN Sl
41230 1 1 _[Po 1, 0 0 |Possible
41231 0 0 1 [Possible .
A1232 (o] 1 Q [Possible
A1233 0 1 1 Reject
AL123% 1! 0 0 [Possible
-A1235 1 0 1 [Possible
A1236 111 [ 0 Reject
237 1 1 1 Reject
01 1 ] L RV Y ARSI
Alb00] 0 ] 1 0 c N L LN L L
41500] 0 1 1 11 11 1 Redect IW///A///AHIILTIRCIIIAE LA LV A L
NB: O indicates agreement; 1 indicates discrepancy between the records
Tolerance R Con nce:
Surname - In a one-to-one correspondence of the first 8 letters,
only one disagreemert allowed
First name - In a one-to-one correspondence of the first 8 letters,
only one disagreement allowed
Address - Agreement on street number and first 8 letters of
street name
Birth year range - If current age is: Range must be within:
0-17 2 years
18 - 29 ' 5 years
30 - 49 10 years
50 and over 15 years

Complete agreement required for social security number, maiden
name, sex, race, birth month and day, and birth year



FIGURE 3

Psgychiatric Case Register (Maryland)
Book Population July 1, 1961

A, Results of Soundex Duplication Check

Major Decision "Positive" Linkages from Computer ""Possible"
Group or Total Determined Net Positive Linkages
Reference Code Not Correct Linkages from Computer
A0000 357 0 357 6
A01XX 2 0 2 1
A0 2KX 220 2 218 2/ 918
A04XX 14 1/ 10 4 2
A0S5 XX 0 0 0 0
A06XX 22 10 12 90
A08XX 11 0 11 0
A09 XX 0 0 0 0
Al2XX 1 1 0 0
Total 627 23 604 3/ 1,011

1/ These were determined to be twins.

2/ This substantial number of "possible" matches was due to the large
number of records with missing month and day of birth,

3/ Of these possible linkages, 201 were determined to be positive.
There are no counts by detailed reference code. However, the
majority were in the A0232 group.

B. Type of Duplications Detected during Processing

Number of Psychiatric Cases on Rolls - July 1, 1961 22,869
Number of Positive Linkages Detected 805

State Hospital Leave and Clinic Care 615

On Veterans Administration Hospital and Clinic Books 50

On the Books of an Inpatient Facility and 2 Clinics 8

On books of Two Inpatient Facilities 23

In Private Hospital and on Clinic Books 7

In State Hospital and on Clinic Books 65

On Books of Two Clinics C 37

Net Number of Patients on Register ’ 22,064
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FIGURE 4

TAPE RECORDS USED IN LINKAGE CHECKS

MASTER RECORD USED IN LINKAGE CHECKS

T ' BIRTH
REGISTER FACILITY PATIENT C{ SOUNDEX [S|R [YR]MO |[DY | NAME- LAST - FIRST - MIDDLE
NUMBER CODE CASE |0 CODE |E|A
NUMBER 00 xlc
i €
\ ,

MASTER RECORD (con't)

- s
STREET STREET NAME CITY STATE | MAIDEN SOCIAL |T €| CENSUS
NUMBER OR 0 NAME SECURITY |A O] TRACT
TOWN N NUMBER T DI
UE
S
DETAIL RECORD USED IN LINKAGE CHECK
c BIRTH
FACILITY PATIENT o PSEUDO LOCATED SOUNDEX |S | R| YR{MO|DY| NAME - LAST - FIRST-
CODE CASE D REGISTER REGISTER CODE [E | A
NUMBER £ NUMBER NUMBER X|c
E
DETAIL RECORD (con't)
MIDDLE STREET STREET NAME CITY Z| STATE | MAIDEN SOCIAL
NUMBER OR o NAME SECURITY
TOWN N NUMBER
E

ve



FIGURE 5
Soundex Check for Linkage
Fiscal 1962 Updating

FIRST CHECK SECOND CHECK THIRD CHECK
Refer-| Soundex Birth| Birth COMPUTER
code & [Sur-|First year c. |Maid. mo. &|Birth COUNTS
sex name name |Addr.| range|Decision {Sec. name | Decision |Race|day [year |[Decision
A0000 | 0 ol o 0 0 ept 7/7/77%“/;; //g ,/////// ;;;;;[/ 0!
01001 o© ol o 0 1 |Possiblell O 0 | Accept None
A0110 0 \ | accept WW//NV/7///¥717 7Y/ /7//7A1 aooooool
A0120 1 0 | Accept W///¥///7/A/ILAAT /1T 00000002
A0130 1 1 | Posgiblefl O [¢] 1 {Accept 00000011
A0131 ol 1 | Possible] 00000020
A0132 1 0 1_|Possible]|| None
1 1 | lPossiblell None
0 0 0 1 0 |Possible]| O 0 /44944 00000008 |
0 1 [ accepr W///N//77/, ///%/////// | 00000096 _|
40220 1 0 [ accept W//N/II/AZL 7/77|" 0000
A0230 1 1 | Pogsiblell O 9 0 |Accept 00000894 |
A0231 0 Q L__|Accept || 00000093 |
40232 ol 1 0 |Possible || 00000227
A0233 1] 1 1 _|Possible]| 00000690
A0234 11 0 0_ [Accept 00000017
A0235 1] o 1_[Possible || 00000003
40236 1 1 0 ect 00000030
0237 1 1 1 __|Reject 00000358
20300 [ 0 Ol 0 [ 11 1 [Reject 7777777 T TN T /7477/ 00002956
A0400 1 © ol ¢ [ 0 |Possible]| O 0 | Accept /111441114 0HI0 0000000
40410 0 1 T 00000003
40420 1 0 | Accept LTI TV 777 00001
A0430 1 1 | Possiblell O 0 0__|Accept 00000045
A043] (4] 4] 1 _|Accept None
A0432 0 0 _|Possible|l 00000008
AQ433 ] 1 ct 00000034
AD434 1 1] 0 {Possible]|| None
A0435 1 0 1 |Possible|| None
A0436 1 1 0_|Reject None
A0437 1 1 1 _|Posgsible |l None
A0500 1 0 ol 1 ) 1_[Poggiblell 0 0 | Accept LA None
A0510 L 1 [Accept /737 None
AQ520 1 0 [ Accept (/7 '/ 277/ None
40330 1 1 [ Possible]ll 0 o 1 |Possible || 00000001
A0531 0 1 1 _[Reject 000000
40332 11 0 | 1 [Possible]| Mone
1 1 1 _|Reject | Noce ___|
A0600 | 0O 0 1 0 |Possiblel] 0 Q| Accept 7/ (LY / /| None
40610 0 v /077777 7777/ 0000000
40620 1 0 YS\V//4 V0004 V0. Vs 000000;
A0630 1 1 | Pogsiblell O 0 (1] cept 00000077
A0631 [(] 1] 1__|Possiblell 00
0 1 0 _|Possible || 00002127
40633 ol 1 1 ct 00032516
40634 1] 0 | 0 [Possible]l 00000002 |
A0635 1 0 1 Possible {| 00000044
6 1 1 0 JRefect 00001391
1 1 ct o] 68
00| © 0 1 L1 1 JReject NIV L L LA LN L 00182702
A0800] o 1] 0 0 0 |Accept L LALLLLL R ALY L 00000023
A0900 0 1 [N) M) L_{Possiblell 0 0 | Accept i s /(/7/77 7;;// ’/; /. None
40910 0 1 | Accept .
A0920 1 0 | Accept //A/II7Y /77 R/ .
A0930 ] Possible]l O 0 Accept None
40931 o 1 L |Refect || None |
A0932 1] o Possiblel| None |
0933 1 1 1_ l}s;‘ast None oo
1000 ] 0 0 0 lReyect W7/ /A///7A /L7 A L / 00005283 |
100} 0 0 1 _Retect W/ //4//Z LA T 7 A7 77 LT 00013624
1200 | © 1 O |Pogsible]l © 0 cept W/ //NV////YV/ /¥ ///7 [l N
0 0 1 | Accept VI 77/ None
1220 1 0 | Accept W[///¥V///NI7INIT/ None
Al230 1 1 | Possiolell 0 0 0 | Possible|l 00000002
A1231 0 Q 1__|Possil None
Al232 (] 1 O |Possible]l None
A1233 ol 1 1 [Reject || 00000003 |
Al234 1] o 0 |Possiblell None |
Al1235 1 1] 1 Possible |l None
A1236 1 1 0 |Reject || None
237 1 1 1 t None
300 1 1 VI LL Y LA T A L 00000015 |
400 1 0 | Reject L VL (1004 VeI 4 L 44
1 1 et 77/ X/ LY LLLLLTAN AT ST
TOTAL  |[1,501,690

0 indicates agreement;
1 indicates discrepancy between the records

Tolerance Rules for Concardance:
Same as Figure 2.



FIGURE 6

"Positive" Decision Results
Soundex Check Program - 1962 Updating
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Refer- | Sound- Birth Birth Clerk
ence ex Sur- | First year | Soc. | Maid.| Race| mo. & | Birth||Computer | Clerical| Net time
code code & | name | name |Addr.| range | Sec.#| name day year linkages | rejects linkages| hours
Sex
/II
o000 | o 1o | o | o | o LI/ /A s 0 1187_| 5.00
A0110 0 0 0 0 1 0 v |/ X/ /] 1 0 1 .02
A0120 0 0 0 0 1 1 VI VNI, 2 0 2 .02
A0130 0 0 0 0 1 1 1 0 0 1 11 0 11 .25
A0200 0 0 0 1 0 0 o V///Y////V///, 8 0 8 .25
A0210 0 0 0 1 0 0 1 Y4 96 0 96 .35
A0220 0 0 0 1 0 1 o v/ //V/ /S N/ 192 0 192 .25
A0230 | © 0 0 1 0 1 1 0 0 0 894 0 894 2.00
A0231 | 0 0 0 1 0 1 1 0 0 1 93 0 93 .35
A0234 |~ 0O 0 0 1 0 1 1 1 0 0 17 0 17 .25
A0400 0 0 1 0 0 0 o V//NV///N// 2 0 2 ,02
A0410 0 0 1 0 0 0 v VNN L 3 0 3 .02
A0420 0 0 1 0 0 1 o V//INV///N///A 2 0 2 .02
A0430 0 0 1 0 0 1 1 0 0 0 45 0 45 .35
40431 0 0 1 0 0 1 1 0 0 1 - - - -
A0500 0 0 1 0 1 0 0 NS/ - - - -
40510 0 0 1 0 1 0 1 NS - - - -
A0520 0 0 1 0 1 1 0 Y.V // - - - -
A0600 0 0 1 1 0 0 0 /XS // - - - -
A0610 0 0 1 1 0 0 v SV SN LA 5 0 5 03
A0620 0 0 1 1 0 1 0 /[N 27 15 12 . 50
A0630 0 0 1 1 0 1 1 0 0 77 14 63 | 1.25
A0800 0 1 0 0 o VIV /TX// N/ /L 23 0 23 20
A0900 0 1 0 0 1 0 0 N - - - -
A0910 0 1 0 0 1 0 1 NS X L - - - -
A0920 0 1 0 0 1 1 0 N Y/ - - - -
A0930 0 1 0 0 1 1 1 0 0 1 - - - -
A1200 0 1 1 0 0 0 0 AN/ A - - - -
A1210 0 1 1 0 0 0 1 [/ - - - -
A1220 0 1 1 0 0 1 0 VIR VIO OIS - - - -
NB: O indicates agreement; TOTAL 2685 29 2656 11,13

1 indicates discrepancy between the records
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FIGURE 8

DATE OF BIRTH CHECK FOR LINKAGE-CHECKING
1962 UPDATING

TO BE APPLIED TO ALL '"'REJECTS" AND
UNACCEPTED "POSSIBLES" FROM SOUNDEX CHECK

Refer- Birth mo. Birth
ence & day; Social Birth | Maiden | First year Computer Clerical | Net
code sex Sec. # | year name name Address range | Decision | Counts Rejects Linkages
/‘ 4
Bo1 0 o WIS D et 7 0 2
BO2 0 1 0 0 AL S A Aecept 16 0 16
BO3 0 1 0 1 o /AL ] Accept 196 142 54
BO4 0 1 0 1 1 0 [ /////) Possible 9 1 8
BOS 0 1 0 1 1 (/A Reiect W/ /2T LIRS LA /A
BO6 0 1 1 0 0 L AL Accept 0 0 0
BO7 0 1 1 0 \ V/ /LSS A /] Possible 30 30 0
B08 0 1 1 ! 0 0 0 Accept
B0O9 0 1 1 1 0 0 1 Possible 4 4 0
B10 0 1 1 L 0 1 /[ Reject LN A
Bll 0 1 1 1 1 0 0 Possible _38 38 0
B12 0 1 1 1 1 0 1 Reiect |/ / 7/ N/ LI/ L1/
B13 0 L1 1 1 1 1 L7447/ Reject L LA L
NB: O indicates agreement; 1 indicates discrepancy between the records ToTAL 300 215 83

Tolerance Rules for Concordance:

Social Security Number - Complete agreement
Maiden name - Complete agreement in either maiden names or in cross-check with surname
Birth year, first name, address, birth year range - Same as in Figure 2

8¢
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SOME RESULTS FROM A NON-SYMMETRICAL BRANCHIN? PROCESS
THAT LOOKS FOR INTERACTION EFFECTS 1/

James N. Morgan and John A. Sonquist
Survey Research Center
Institute for Social Research
University of Michigan

This paper presents some results of-a data
reduction process designed, programmed and oper-
ative on the IBM 7090. 2/ It was designed with
sample survey data in mind, that is, for data
characterized by several thousand cases, a large
number of explanatory variables ‘or classifica-
tions, moderate intercorrelations among the pre-
dictors, and a continuous dependent variable,
not badly skewed, but with a good deal of unex-
plained variation or noise.

Proponents of a new statistical procedure
are always in danger of claiming too much for
their method, both in terms of how original it
is and in terms of how good it is. The program
is original in scope but not in essence. It
represents a simulation, with some added breadth
and quantification, of what careful researchers
have done for years by hand or using an IBM
sorter and tabulator when investigating a new
set of data.

Simulation of human behavior by a computer
is not new. Ours is a particular kind of simu-
lation not so much designed to gain insight into
the behavior simulated, but to do a particular
kind of job better than the human has the time
or patience to do. We have systematically ex-
amined the behavior of a social science re-
searcher tackling a particular kind of data
analysis problem, making decisions, isolating
interesting subgroups and computing statistics.
We then stated the behavior explicitly and for-
mally as a sequential set of decision rules and
extended them to what the researcher might do if
he had the time and patience. An examination of
the preliminary results of the program indicates,
among other things, that the decision rules of a
researcher are more complicated than he real-
izes. We are now incorporating changes into our
model and into the program to reflect these more
sophisticated rules. But we have made a start
in what we feel will be a fruitful line of de-
velopment; the simulation of the researcher by
machine, There are some unsolved problems of
optimal strategy which we raise in the hope of
stimulating further work along these lines.

So the basic idea is not new. What is new
is the formalization of the analysis procedure
and the capacity to apply it systematically and
rigorously, so that unrealized compromises and
arbitrary choices do not occur, and the results
are completely reproducible.

There are some things this analysis tech-
nique will not do. It will not locate the best
functional form in a set of data with a limited
number of numerical predictors and a relatively
low level of error or noise. That is what Pro-
fessor Westervelt's process does well, and you
will hear about that later on this program.

Our procedure also will not answer the question
whether a particular variable has a significant
effect on the dependent variable, the other var-
jables somehow controlled or '"held constant'.

It was designed for a set of data full of inter-
action effects, and wherever there are inter-
action effects, by and large, it is not meaning-
ful to ask about the direct effects of one vari-
able at a time. It is difficult to give up the
habit of testing for the effect of one variable
after another. Yet in much behavioral research
we measure not the theoretical factors in which
our interest lies, but rather the measurable,
proxy factors which, we hope, may reflect more
basic characteristics. These often must inter-
act (in the statistical sense) to be able to
represent the theoretical construct adequately.
For instance, 'family size'" may be used to rep-
resent '"the amount of housing space needed,'" but
in combination with "income" also may be used as
a proxy for "ability to pay for housing." The
procedure can, however, minimize the noise for

a tight test of the effect of a single factor.

The procedure is not designed for a very
large number of highly correlated predictors
such as batteries of attitude questions. Also,
since at present, it does not look ahead more
than one step at a time, it will not locate cer-
tain completely offsetting symmetrical negative
interaction effects where neither factor has any
effect by itself. For example:

% Who go to Hospital
Men Women
Young 2 8 5
0ld 8 2 5
5 5 5%

But let's see what the program will do.
Ve shall describe the process in terms of its
purpose. (The formal algorithm is appended).
The program divides the sample through a series
of binary splits into a mutually exclusive set
of subgroups. Every observation is a member of
exactly one of these groups. These subgroups
are chosen so that their means account for more
of the total sum of squares (reduce the predic-
tive error more) than the means of any other
set of subgroups. The stopping point is subject
to arbitrary decision and is set by parameters
at the beginning of the computer run., (The pres-
ent set of rules for stopping represents the
best we have so far, but may not necessarily be
optimal in terms of research strategy. Further
work needs to be done in this area.)



At any stage in the branching process, the
set of groups developed at that point represents,
according to the criteria of the model, the best
currently available scheme for predieting the
dependent variable in that sample, from the in-
formation available. If the sample is represent-
ative, this is the best scheme for the popula-
tion,

There are some minor qualifications to
these claims, but for large samples and without
certain symmetrical negative interactions, they
seem to be valid.

In deciding which split to make, the rule
is to scan all feasible splits and select the
one which reduces the error sum of squares the
most. This is a rule of importance, not sig-
nificance. Subgroups which are significantly
different, but which are so small that isolating
them does not help in predicting a randomly
selected individual (or group), are not split
off. Why the rule of importance rather than
significance?

Multivariate statistical techniques have
been developed to the point where the argument
can be made that significance tests are of
doubtful value because of the large number of
variables tried. With samples in the range of
1,000 to 3,000 observations many factors show
up as statistically significant which are not
important, in terms of their contribution to
reducing predictive error. (They may, of course,
have theoretical importance, for some reason.)
The process we are using of scanning for all
feasible splits at each stage vastly increases
the number of things tried, so that the whole
notion of degrees of freedom seems useless in
this model. Formalizing the process makes this
more obvious,

At each stage, the computer selects the
group with the largest sum of squares within it,
locates the best way of splitting it into two
subgroups using each predicting classification,
then takes the best of the best (on the basis of
the largest between-groups sum of squares). We
do not need to examine all possible combinations
of classes of each predictor when separating a
group into two parts, since it can be shown that
after rearranging the classes into descending
(or ascending) sequence according to the size of
the class means of the dependent variable, it
never pays to combine non-adjoining classes. 3/
Thus, with k classes for predictor X: only k-1
feasible splits exist. But a little algebra
shows that with a dozen predicting classifica-
tions of, say, eight classes each (7 feasible
splits each), and with this scanning repeated at
each split, the number of different trees theo-
retically possible is, to put it mildly, some-
what larger than the sample size. There are
clearly no degrees of freedom left.

The rules for stopping overlap. A safety
precaution puts a maximum on the number of final,

4“1

unsplit groups at, say, 20. No group containing
only a small internal sum of squares (less than
2% of the original total sum of squares) is exam-
ined further. And no split is allowed unless it
reduces the overall predictive error by at least
a visible amount like %%. (That is, the between
sum of squares for the split must be more than
%% of the original total unexplained sum of
squares for the whole sample).

We can summarize the rules then:

Take the group with the largest unex-
plained sum of squares within it,
so long as it is more than 2% of
the original sample's unexplained
sum of squares.

Considering all predictors, find the
best binary division of that
group, in terms of the 'between
splits sum of squares'", so long
as it is greater than %% of the
original sample's unexplained sum
of squares. (If no split on this
group is worth while, try the
group with the next largest inter-
nal sum of squares.)

If no group can be found worth examin-
ing, or if none of those which are
found can be profitably split,
then stop.

The details are in our article in the June

Journal of the American Statistical Association.’/

Note that all predictors are treated as clas-
sifications, even 1f this means making classes
out of a continuous variable. It has been felt
that the small loss of inforwation from grouping
is offset by the flexibility in discovering non-
linear relationships. Dummy-variable regression
models are similarly attractive in this respect.2

We turn now to some actual results, Chart 1
and Table 1 are a relatively simple analysis of a
dichotomous dependent variable: whether or not
the spending unit owns its own home. Comparisons
between the tree and multiple regression findings
are not easy, but one way is to ask which pre-
dictors appear most important. For this purpose
we use from the new analysis the total reduction
in error from splitting on that predictor, wheth-
er used once or more than once. For dummy vari-
able regression we use a partial beta coeff}cieng
squared to put it in the same dimensions. (] .
This can be thought of as the partial beta coef-
ficients one would get if he took the dummy vari-
able coefficients for each predictor to create a
new scale or variable, and ran a multiple regres-
sion with these new scaled variables.

We give also the gross beta coefficient
squared, which can be thought of as the square
of a dummy variable multiple correlation coeffi-
cient using dummies to represent all the classes
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(except one) of that particular predictor. It
tells how much of the unexplained sum of squares
can be accounted for by using only that one pre-
dicting classification in all its detail.

It is apparent that roughly the same vari-
ables appear important in both analyses, Does
the tree really tell us anything that we didn't
already know from the regression? Clearly it
tells us that married people, and people with
higher incomes become home owners earlier in
life. 1In other words, the effects of age on
home ownership depend on other things. Stated
another way, the effect of income on home owner-
ship depends on age and family status., There
are interaction effects.

The total explanatory power of the two
methods cannot be compared, since the regression
uses all classes of each predictor, and since
the newer analysis could always 'explain' more
if we allowed it to continue splitting. It is
not even legitimate to argue that the new meth-
od explains more per unit of information uti-
lized, since it has, in trying and discarding,
used all the information the regression used,
and with no restrictive additivity assemptions.
But the tree provides an economical way to sum-
marize a lot of data, and to make comparisons
with other times or places.

Chart 2 and Table 2 move to a numerical
dependent variable, annual medical expenses,
based on a sample of individuals in Michigan.l/
Here again the same variables seem important,
but while the regression indicated that good
insurance coverage was associated with heavier
utilization of medical services, the tree indi-
cates that this is true to an important extent
only for adult females, This makes sense to
the analyst and certainly to someone concerned
with keeping insurance costs down, this knowl=-
edge is of more use than the regression finding
that insurance affects utilization.

Same of the problems with our original
strategy can be seen in the tree illustrated in
Chart 2. Why the particular cowbination of
family sizes that puts 2.0 and 4.0 equivalent
adults8/ together? It turns out that these are
mostly people with 1 or 3 children. Perhaps
they are the women who had a child born last
year, but if so, the sub-group combinations
appear partly fortuitous. We have allowed re-
ordering of the subclasses of a predictor so
that, for instance, the middle-aged could be
separated from the-old and young. The tendency
for adult women with either low or high income
to have higher medical bills may be real. But
there may be places where we want to retain the
order, if only for simplicity.

One way out of this impasse, which we are
thinking of building into a new program, is to
prevent the linear re-ordering of the classes of
some predictors according to their means. In-
stead, an option would be provided to treat them

as a circle, with identifying codes running from
1 to 9, thence to O and back to 1 again. -Divid-
ing a group into two sub-groups then requires
determining two dsviding points A and B. For
example: 9 1

Thus, it is possible to separate the middle from
both extremes without allowing erratic combina-
tions, We shall surely add to the program a
still more restrictive option that preserves the
original linear scale ordering and allows only a
split along that ordering. This option is being
incorporated into the computer program in such a
fashion that the researcher may specify which
predictors are to have a split restriction, if
any, placed on them.

Turn now to Table 3. The first use of the
new program, with hourly earnings as the depend-
ent variable, kept to the predicting classifica-
tions used in the regression analysis presented
in the book Income and Welfare in the United
States, by J. N. Morgan, M. David, W. Cohen
and H. Brazer.Z/ Here we have a relatively ob-
vious example of the problem of variables at dif-
ferent stages in a causal process, Some of the
explanatory variables used come earlier in time
or are otherwise logically prior, and can help
determine the levels of other explanatory vari-
ables, but cannot be affected by them. Age,
race, sex are determined at birth, and will in-
fluence how much education a person gets. All
these, including his education, will influence
his occupation, and the cumulative set will help
determine his present hourly earnings. In a
case like this the analysis should be sequential
if it is intended to explain the process, not
merely predict. The clearly prior (exogenous)
variables should be used first, and the resid-
uals run against a more inclusive set of pre-
dictors, It is necessary to reintroduce such
exogenous variables as race into the next stage
because they may well mediate the effect of other
things (education) on the dependent variable
(earnings)., The revisions being introduced into
the program make such a sequential analysis easi-
er.

At any rate, it is clear that if one puts
both occupation and education in the same stage,
occupation (being a more powerful predictor)
""takes over" and, in the sequential design we
use, education cannot fight its way back into
the analysis as it does in multiple regression.
This is a characteristic of sequential proced-
ures when several predictors are intercorrelated,
and the analysis problems result from the nature
of the question being asked, If one wants only
the best prediction, then even causal patterns
among the predictors can be ignored. If one



wants to unravel the causal mechanism then a
several-stage analycis is called for. Even
among correlated predictors at the samc stage,
the one that is best at an early split .2y ex-
nlain enough of the variaunce so that the others
may not show up at all.

Chart 3 shows the tree omitting two pre-
dictors, occupation and sudervisory resoonsi-
bility. UHere education, age, and sex are clear-
ly important. There are some other interesting
findings. Achievement motivation, a variable
interesting for theoretical reasons, turns out
to be important in explaining hourly earnings
only for middle aged college graduates. This
is an interesting and .caningful finding, since
these tend to be tue »eonle who are best able
to affect their own hourly earnings by their
attitudes ard efforts, 1lMost other people have
to work longer hours or take a second job if
they want to earn more money. This type of in-
terpretation is, of course ex post facto, and
should be validated by examining its implica-
tions and performing additional analyses to test
the interpretation.

With regressions, it is possible to compute
the sampling error of each dummy variable re-
gression coefficient, or to make F-tests for
each set., These tests are of doubtful validity
when applied to multi-stage clustered samples,
often weighted to adjust for sampling and re-
sponse rate variations, There seems to be even
less theoretical basis for computing sampling
errors for one of our trees. Another sample
might produce an entirely different sequence of
splits., But the sampling stability of the
branching process is, nevertheless, of some in-
terest,

One way to investigate the stability of the
branching process is to repeat it on split half
samples. The results from three such subsamples
are given in Table 3. The predictors which are
seen to be important seem not to vary from sam-
ple to sample. On the other hand, the trees are
different, sometimes even at the first split.
The similarity occurs in terms of the groups
which finally result, because one can isolate
groups which are nearly the same by splitting in
different orders., For instance, one can select
first college graduates, then middle aged, then
men, or first men, then college graduates, then
middle aged, etc., arriving the same place by a
different route,

Another way of investigating stability,
which we are working on, is to take a tree de-
rived from one sample and ask how well those
final groups predict in a different sample,

Chart 3 still has predictors at several
stages, sometimes combined into a single clas-
sification such as where the head of the unit
grew up and where he lives now., This was done
originally to build some interaction effects
into the regression analysis, that is, to in-
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vestigate mobility. How do we know that more
basic things like race are not being pushed '"out
of the tree'" by other things which are largely
the result of race in the first place? To an-
swer problems of this type, we must use a multi-
stage analysis.

Chart 4 and Table 4 represent the first
stage of a more detailed step-wise analysis
where we use only the predictors that were de-
termined in early childhood, (N/Ach is so de-
termined, in theory). The smaller number of
predictors with fewer subclasses leads to a tree
that is easier to look at and interpret., It is
clear that there are interaction effects, for the
tree would be symmetrical if there were not., In-
deed, one gets the impression that the interac-
tions are of a particular kind which can be inter-
preted by saying that disadvantages are substi-
tutes for one another while advantages are com-
plements. Having one or two disadvantages is
enough, and further splits on the others will
not explain additional variation and hence will
not appear. Being old, or young, or uneducated,
or a woman, or from a southern or rural back-
ground, or nonwhite, are alternative barriers to
high earnings. 1In this analysis those predictors
which affect many people severely, tended to be
used early in the tree. Those affecting a minor-
ity, like race, tend not to appear because we can
explain enough by knowing the other things. This
does not wean there is no prejudicial discrimina-
tion., Rather it reflects a characteristic of the
analysis that it does not test each explanatory
factor holding all the others constant, but asks
whether a factor is needed more than any other
factor, given the group currently under consider-
ation,

The extreme case of such substitutability
among predictors would be a tree where once a
group was split off as having one disadvantage,
it would never be split again. VWhenever groups
are split reflecting extreme disadvantages (being
very old, very young, or a woman) they tend not
to be split again in Chart 4. Similarly those
with very low education tend not to split further.

Persons accustomed to one method of analysis
always like to translate problems back into solu-
tions with the familiar method. With regression
analysis, such patterns would clearly require not
simple cross-product terms, but a new set of dum-
my variables like:

(1) The man has one of the follow-
ing disadvantages:
(2) He has two or more of them

If interactions behave like those described
above, then such variables will take over and
little credit will be left for each of the sepa-
rate components.

In our original trees we tried to include
the card counts and standard deviations of the
means, but it was too much to look at. These



data are all part of the output, however. The
program also provides details of the subclass

means just before each split is made, and the

original subclass means for each predictor.

In looking for ways to present the data, we
have tried one other method which is illustrated
in Tables 5 and 6. Here we select one predictor
and show the way the splits were made and the
definitions of the subgroups just before they
were split.

Table 5 shows the three ways in which edu-
cation was used, once to divide the whole sample,
and then on two different subgroups. Perhaps
one reason why a second split on education was
not made earlier, before looking at where the
individual grev up, is that the critical educa-
tional level seems to differ depending on the
person's background. For those without the dis-
advantage of a farm or southern background, it
appears to be graduation from high school that
matters, for the others whether they even learn-
ed to read.

Table 6 shows the four groups split on age,
and how the splits were made. Clearly ''middle-
aged" people earn more in general, but for some
groups (generally those with more education and
fewer disadvantages) ''middle age" starts at 35,
while others reach it at 25. (The college grad-
uate group contained one person 75 or older who
was making $4.04 an hour and was grouped togeth-
er with the "middle aged'" by the computer.)

There is one problem whicn is not well il-
lustrated in the data we present here: Vith a
large number of predictors of many classes each,
there is an increased possibility of fortuitous
or untrustworthy splits. When the investigator
looks at them, he immediately becomes aware that
something is missing in a strategy which is wil-
ling to make any split that is important enough
to reduce the error sum of squares by half a per
cent. In other words, in arguing that it is
importance that matters, not statistical signif-
icance, we tend to over-simplify the research
problem. A better rule might be to proceed ac-
cording to the importance of splits, but dis-
regard any split, even if it appears important,
if it is not significant, i.e., may be a fluke.

How can something be important but not sig-
nificant? Whenever there are any extreme cases,
or sufficient flexibility in combining codes on
any of many variables and for smaller and smaller
subgroups, this will allow the process to isolate
some subgroup consisting of a few extreme cases.
The formal.relations between the number of cases,
the between sum of squares, and the F-test need
to be worked out, but it is clear frow the fact
that the square root of N appears in the denomi-
nator of the estimated sampling error, that sub-
groups of fewer than ten cases are unlikely to
have means that differ significantly. Hence we
are building into the program a side rule that
no split is allowed if one of the resulting

groups contains fewer than n (for example 10)
cases. Further work clearly needs to be done

in this area. 1Is it the size of the subgroup
before splitting which should be above some min-
imal point? Should the smaller of the two sub-
groups split off? Answers are not yet forth-
coming. One may also argue that small subgroups
split off from large ones are deviant cases
which should be removed from the main analysis
and then examined in great detail.

Where does one go from here? 1Ideally the
subgroups identified by the branching process
should lead to the development of some new theo-
retical constructs, new variables that are com-
binations of the measured factors and have theo-
retical meaning as well as practical significance.
Having defined these new variables, one could
use them in an ordinary regression analysis for
presentation purposes ( and marvel at howv well
one explained things). The tiheoretical question
raised is 'why are these variables important'.
And, again, further analysis must provide the
answers.

Some studies of the forecasting stability
of this method compared with multiple regression
would also be useful, as we have pointed out.

SUMMARY

It is clear, at least to us, that for pur-
noses of discovering the structure of relations
in a body of data, what really is related to a
dependent variable, uuder what conditious, and
tarougu ..at intervening processes, tais proce-
dure offers sowe real advantages. Its strategy
is to focus on what can be found out from the
data with some assurance, rather than on testing
the significance of effects of many factors and
their cross-products, the results of many such
tests being basically inconclusive rather than
negative.

There are clearly some neat unsolved sta-
tistical problems of optimum strategy, or at
least consistent strategy in setting the various
arbitrary cut-off points. The 2% of total sum
of squares before a group is examined, the %7
reduction in error before a split is allowed,
and the minimal number of cases in a subgroup,
should all depend on the sample size, the number
of predictors, the constraints on rearranging
scales, and the variance of the dependent vari-
able, relative to its mean,

The trees look formidable at first, but are
basically simpler than multiple regression re-
sults; the results to be presented being the def-
inition of a subgroup and its mean on the depend-
end variable

Ve hope we have now started to come full
circle to the point where the computer is doing
what we want to do better, rather than doing in-

. credible amounts of arithmetic, the results of

which often do not meet the real needs of the
analyst.
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FOOINOTES

A paper presented at the Meetings of the
American Statistical Association, Case In-
stitute of Technology and Western Reserve
University, Cleveland, Ohio, September,
1963.

A great deal of credit is due to Kathleen
Goode and Wen Chao Hsieh of the ISR pro-
gramming section, who did the programming.
The program is identified as the Automatic
Interaction Detector (AID) Model 1. It is
written in MAD for a 32K IBM 7090. It op-
erates using the U. of M. Executive Systen
Monitor.
Bartels of the U. of M. Computing Center
on whose equipment this experimentation
took place.

A proof of this is due to Professor-uilliam
Erickson of the U. of M., Computing Center
and Mathematics Department,

Morgan, J. N., and Sonquist, J. A., Prob-
lems in the Analysis of Survey Data - and
a _Proposal, JASA, 58, (June, 1963), pp.
415-34,

Our thanks are due to Dr. R. C. F.
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See Suits, D. E., Use of Dummy Variables
in Regression Equations, JASA, 52, (dec.
1957,) pp. 548-551.

See Andrews, F. M., The Revised Multiple
Classification Analysis Program, Institute
for Social Research, University of Michigan,
August 1963, 13 pp. Multilith.

See Grover wirick, lobin Barlow and James
Morgan '"2opulation Survey: Health Care
and its Financing' in valter J. McNerney
et al, Hospital and Medical Economics (2
Vols.) Vol. 1, pp. 61-360, Chicago, Hospi-
tal Research and Educational Trust, 1962.

In the scale, the second adult, and child-
ren under 12 are counted as % each.

New York, McGraw lill, 1962,
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TABLE 1 --

WHETHER SPENDING UNIT OWNS ITS HOME

- Multiple

Classification AID Analysis-

Gross Beta Partial Beta Reduction in

Predictors Coefficients? Coefficients? TSS(I1)/TSS(T)
Age of heads .111 .099 .107
Income .088 .068 ' .040
Number of persons .088 .062 .084
Unusual income last year .039 .010 .000
Race .014 .003 .000
Number of persons earning $600 .011 .003 .000
Education of heads .001 .002 .000
2 .251 .231

CHART 1 --

AID ANALYSIS OF
WHETHER SPENDING UNIT OWNS ITS HOME

income $4000+
77% __N=10

2-7,%persons in SU
69%

]

income under $4000

56%
age of head 35+
637%
ge of head 55+
46% __ N=29
1,8 persons in SU
38%
ge of head 35 - 54
Fu non-farm SU/'s 23% __N=163
54%
income $4000+ ]
57% N=33
3-8 persons in SU
45%
1age of head under 3 income under $400(Q
30% 217% N=1

1,2,9+ persons in 811
9% N=355




CHART 2 --
AID ANALYSIS

TABLE 2 --

INDIVIDUALS' MEDICAL EXPENSES

Predictors

Sex

Age

Health insurance coverage
Family income

Equivalent adults in family
Attitude toward early care
Education of head

Region where head grew up
Service level

R

OF INDIVIDUALS' ANNUAL

MEDICAL EXPENSES

all individuals
76

females
$121

thaltiple
Classification
Analysis- AID Analysis-
Gross Beta Partial Beta Reduction in
Coefficientsz Coefficients? TSS(1)/TSS(T)
Males Females
012 eeeee e .016
.041 .033 .069 .043
.010 .011 .017 .007
.014 .006 .008 .005
.019 .004 .002 .007
.002 .004 .004 .000
.003 .003 .002 .000
.007 .001 .002 .000
.005 0 meeen ecees .000
——— 077 089 .078
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ealth insur-

.0,4.0 equiva+
lent adults in

family
?//// $235 N=56 ]
nce coverage family income
50% and over junder $3000,
139 | 1.0,1.5,2.5-3.5 $6000 - 7499,
4.5+ equivalent $10,000+
ladults in $161 N=20!
family
$130 family income
no health $3000 - 5999,
insurance; $7500 - 9999
coverage $109 N=284
under 507%
$ 93 N=37
age 15-44,65+
$104 N=36
age 45 - 64
52 N=471




CHART 3 --
AID ANALYSIS
OF HOURLY EARNINGS

OF SPENDING UNIT HEADS

211 spending unit
heads who worked
during year

$2.29

v/ach=.35+; work
ore important
han luck,N/ach=

live in towns

lived in 2 states
Fince first job
$5.80 N=17%

age 35 - 64, 75+
$3.83

nder age 35,65-7
$2.80 N=11

N/ach=.15-.34

$2.81  N=4d

o large city
$2.35

10,000+, rural
areas near cities lived in 1,3+
$4.51 states since
first job
$4.21  N=72
live in towns
2500-9999,rural
areas not near
cities
$3.37 _ N=4§
12 grades;
jsome college

$2.91

o college degree
2.14

stayed on farm;
moved from farm
to small town

$1.56

0.5% or more

unemp Loyment
in state
$2.01 N=233
Llive in towns
2500-49,999,rural
nder 6.5% lareas near cities
nemp loyment $1.62 N=20
in state
$1.29 live in rural

lareas not near
lcities
$1.00 N=25

514
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TABLE 3--

HOURLY EARNINGS OF SPENDING UNIT HEADS
ruletiple Classification

Analysis-- AID Analysis--
Partial- Beta Reduction in TSS(I)/TSS(T)

Gross Beta COefficients2 With Without Occupation i
Predictors gggggigiggggz With Occupation Occupation  Total Split Half #1 Split Half #2 Split Half #3
Education .133 [: .014 .097 .073 .101 .083

.055

Age .039 .035 .040 .052 .039 .068
Sex .045 .048 .039 .042 .062 .046 .057
Occupation .159 .042 .211 =--- m--- === it
Population of Cities .063 .032 .000 .014 .028 .029 .051
Urban-rural migration .079 .015 .025 .051 .088 .067 .101
Movement out of
Deep South .038 .010 .000 .000 .027 .017 .000
Unemployment in
states .024 .009 .000 .013 .011 .038 .042
Supervisory respon-
sibility .065 .007 .005 ———— ——a- —e-e ————
Attitude toward hard
work, heed-achieve-
ment score .030 .005 .000 .011 .023 .013 016
Race .025 .004 .000 .005 .000 .000 .005
Ability to communicate .032 .004 .000 .000 .000 .000 000
Geographic mobility .007 - .003 .000 .007 .023 .013 .008
Physical Condicior .016 .003 .000 .000 .022 .009 .000
Rank and Progress in
School .052 .001 .000. .000 .000 .000 .000
2
R .359 .329 .280 .409 .372 431

TABLE 4 --

HOURLY EARNINGS OF SPENDING UNIT HEADS -- EXOGENOUS FACTORS ONLY

AID Analysis-

Gross Beta Reduction in

Predictors Coefficients? TSS(1)/TSS(T)
Education .133 .108
Age .039 .039
Sex .045 .046
Background .069 .045
e . .020 .008
Race .025 .000
Physical condition .016 .000
Rank and progress in school .052 .000
Religion .040 .000

R? ceee .246
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CHART 4 --

AID ANALYSIS

OF HOURLY EARNINGS

OF SPENDING UNIT HEADS
(EXOGENOUS FACTORS ONLY)

degree
$2.14

TABLE 5--

Education

None

1 - 8 grades

Non-College
graduates

9 - 11 grades
Y- $2.14
12 grades

12 grades plus non-academic

College, no degree

College, bachelor's degree

College, advanced degree

Number of cases

Mean for group

9-12 grades;

N/ach scored ales
15+ $4.25 N=123
ge 35 - 64, $4.08 E:::::ﬁemales
75+ $2.84 N=16
$3.83 N/ach score
under .15
$2.86  N=36
under age
35, 65 - 74
$2.80 N=111
all spendin high school age 35 - 64
unit heads graduates $3.10 N=308
who worked ge 25 - 64 $2.93 <age 25 - 34
during year $32.69 $2.53 N=154
2.29 males 0-11 gradesJ
grev up in 52.58 32.43 N=43
non-southern under age
town, for- 25, 65+
eign country $1.92 N=14
$2.42 females
mo college 1.56 N=20

age 25 - 64
$2.21 N=386]

under age

AID EDUCATION SPLITS ON HOURLY EARNINGS FOR
SPENDING UNIT HEADS WHO WORKED IN 1959
(MEAN AMOUNTS FOR EACH SUBGROUP)

>
—
—

$1.04

~1.72

College

graduates
3.98-4y=$3.43
2569

$2.29

Non-college graduates,
Grew up outside Deep South
in small town or city,
male, aged 25-64

Non-college graduates,
Grew up in Deep South
or on a farm

0 - 11
grades

¥=$2,43

$2.57

2.32

12 grades
or more
y=$2.93

$2.69

$.85
0-38
grades
y=$1.39L1.42

1.929

2.067
9 grades
or more

1.99{7=$2-00

2.1F

1031

$1.75



TABLE 6 --

Age

Under 25

25 - 34

35 - 44

45 - 54

55 -(64

65 - 74

Mean
Wage
Rate

$1.68

2.32

1.67

75 or older 1.02

Number of
cases

Mean for
group

2569

$2.29

Non-college graduates,
Grew up outside Deep
South in town or city,
who are male

AID AGE SPLITS ON HOURLY EARNINGS FOR
SPENDING UNIT HEADS WHO WORKED IN 1959
(MEAN AMOUNTS FOR EACH SUBGROUP)

Non-college graduates,
Grew up outside Deep
South in town or city,
who are male, aged 25-64
with 124 grades of school

51

Non-college graduates,
Grew up in Deep South
South or farm, 9+ grade:
of school, male

College graduates

$1.84 $2.08 —$1.68
Under 35, 25-34
2.47 _-525;(7)4 —3.03 y=$2.58 +-§2.58 Under 25, 2.1
Y ’ 65 or older
2.72 3.77= 2.94 y = $1.60 2.36,0 0
szri;g?sez yez.2
2.78 4.13= 3.20 25“3"‘10 2.0
Under 25, =$3.
65 or older 35-64
F=$1.92 2.85 3.55=475 or older 3.33. 2.22
y=53.83
- 2.19 L2.3D —1.23
— .96 4.04 L—1.41
1044 286 462 473
$2.58 $3.43 $2.93 $2.10
(A)utomatic (I)nteraction (D)etector
Model 1
Algorithm: Condensed Form.
PRELIMINARY READ IN. STEPS O AND 1.
0. Read in all parameters and all input observations, including all predictors

4.
5.

7.

and the dependent variable y.

To start, identify all input observations as belonging to group number one.
Group number one is the current candidate group. Go to Step 5.

TEST FOR TERMINATION OF THE PROCEDURE. STEP 2.
Determine whether or not the current number of un-split groups is about to ex-

ceed the maximum permissible number; if so, go to Step 20, as the problem cannot
proceed further.

DETERMINE WHICH GROUP SHOULD BR SELECTED
FOR ATTEMPTED PARTITIONING. STEPS 3-5.

Considering all groups constructed so far, find one of them such that

the total sum of squares (TSS;) of that group is greater than or equal to
2 percent of the total sum of squares for the input cbservations (T88,);

the group has not already been split up into two other groups;
there has been no previous failure to split up the group;

the total sum of squares of that group is not smaller than the sum of
squares for any other group that meets the above three criteria.

If there is no such group, go to Step 21; the problem is complete.
The group selected is the current candidate group, which will be the subject
of an attempted lpilt. Identify it with its group number (i) and, by option,
print out Ny 27131 11 and T8S;. These statistics are always printed out if
the group number ome is the current candidate group.

PARTITION SCAN OVER ALL PREDICTORS. STEPS 6-17
Set §j = 1 and go to Step 8.

Increment j by 1. If j is larger than the number of predictors being used in
the analysis, the partition scan is complete; go to Step 18.
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10.

11.
12,

13.

*14,

15.

*16.

17.

*18.

19.

Compute Nijc’ Eyijc, zyijc’ ?ijc for each class c of predictor j over group {i.

Determine whether or not there exist two or more classes c, such that Nyse $ 0.
If not, predictor j is a constant over group i; print an appropriate comment and
go to step 7.

Sort the statistics produced in Step 8, together with the class identifiers for
predictor j, into descending sequence using Yijc as a key.

PARTITION SCAN OVER THE ¢ CLASSES OF PREDICTOR j.
STEPS 11 - 15

Set p = 1 and go to Step 13.

Increase p by 1. If p is larger than (c; - 1), where c;is the number of classes
in the jth predictor, then go to Step 16 as all possiblé feasible splits have
been examined.

If INj = N) = 0 for k = 1...p, or if (Njy - Nj) = Ny = 0, go to Step 12 as this
split cannot be made because of empty classes in this group for predictor j.
Otherwise, compute BSS,, the between-groups sum of squares for the attempted
binary split of group g on predictor j between the sorted classes (1,..,p) and
the adjacent sorted classes (p+l,..,c).

If this BSS, is not larger than any BSSp previosuly computed for this predictor
over this group, go to Step 12,

This is the largest BSS, encountered so far for this predictor. Remember BSSp
and the partition number p; then go to Step 12.

DETERMINATION OF BEST PREDICTOR. STEPS 16-17.

Was the maximum BSS, for predictor j larger than the largest BSS, obtained from
any of the other predictors previously tested over group i? If not, go to
step 7.

This is the best BSS, produced by any of the predictors tested so far over group i.
Remember this partition and this predictor and then go to Step 7.

IS THE BEST PREDICTOR WORTH USING? STEPS 18-19

Was the maximum BSS retained after the scan of all predictors over group i equal
to at least 1/2 percent of the total sum of squares? If not, mark group i as
having failed in a split attempt and then go to step 3.

Group i 1is to be split into two new groups and destroyed. Using the class
identifiers and the partition rule remembered from Step 17, split the observa-
tions in'group i into two parts. Identify the two new groups as having been
created. Identify group i as having been split. Print the statistics from the
successful partition attempt. Increase the total number of groups created so
far by the quantity 2. Increase the current number of un-split groups by one.
Then go to Step number 2.



20.

21.

22,

TERMINATION OF THE ALGORITHM. STEPS 20-21

The maximum number of permissible un-split groups has been reached. Print
an appropriate comment and go to Step 22.

There are no more groups eligible for further splitting. Print an appropriate
comment and go to Step 22.

Print out a summary record of all groups created in the process of splitting,
including the group number, its parent group, the values of the predictor
class identifiers that were used in the partition which constructed the
group, the predictor number used in this partition, an ipdication of whether
or not this present group was ever split, and Ni’ Eyi Zbi, and Tssy. Stop.

FORMULAS
Y = By/N
1SS = By2 - (3y)?

N

BsS = (5y? + (Z¥2)2 - (3y)2
Ny Ny N

WSS = TSS - BSS

* These decision rules constitute the crucial steps in the process which may be

1.

described in more global terms as follows.

Select that sample subgroup which has the largest total sum of squares,
T8S1 > .02 (TSSt)

TSS; = m(f - (}:Kj)2
Ny

The total sample is considered the first (and indeed, only) such group at the
start.

Find the division of the classes of any single characteristic such that the parti-
tion p of this group into two subgroups on this basis provides the largest reduc-
tion in the_ unexplained sum of squares. Choose a division so as to maximize

(Nlif + Nzxg) with the restrictions that (1) the classes are ordered in descend-
ing sequence using their means as a key and (2) observations belonging to classes
which are not contiguous after sorting are not placed together in one of the new
groups to be formed.

For a partition p on variable k over group i to take place after the completion
of (2), it is required that:

X+ NX5 ) - NX2 5 005 (X2 - NER )

Otherwise group i is not capable of being split. No variable is "'useful" over
this group. The next most promising group (TSS; = max) is selected.

If there are no more groups such that TSS; > .02 (TSSp) of if for the groups
that meet this criterion there is no "useful" variable, or if the number of un-
split groups exceeds a specified number, the process terminates.

Note 1: Eligibility criteria (2% for trying, %% for an acceptable split) can be

changed and should be for varying sample sizes and numbers of predictors.
The program handles weighted data; the formulas being easily derivable.

Note 2: For an extended explanation of this algorithm see J. N. Morgan and J. A.

Sonquist, Problems in the Analysis of Survey Data -- and a Proposal, JASA,
Vol. 58 No. 302, June 1963, pp 415 - 434,
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A PRELIMINARY EVALUATION OF THE 1960 CENSUSES OF POPULATION AND HOUSING

By Conrad Taeuber and Morris H. Hansen
Bureau of the Census

INTRODUCTION

The purpose of this paper is to summarize the
findings to date of the work on the evaluation
of the quality of the 1960 Censuses of Population
and Housing. We are bringing together some of
the material that has been presented by various
staff members on other occasions and are adding
some new material that has become available. A
general familiarity with the traditional
functions of the decennial census in the
United States will be assumed. However, some
notes about innovations in the 1960 Censuses are
offered as background against which we may con-
sider to what extent we achieved our goals.

On the whole, our intention was to collect
much the same kind of population data in 1960 as
in 1950. Although we planned essentially the
same census as in 1950 with respect to content,
we tried to achieve this goal with improved
accuracy of data and with considerably earlier
publication of results, at lower cost than would
have been involved by using 1950 methods in
1960. The major changes were therefore
procedural.

Among the principal changes in methods in
1960 were the following: (1) Extension of
sampling, limiting the complete count to a few
basic items, and collecting most of the informa-
tion from a 25-percent sample of households;

(2) extension in the use of electronic equ ment ,
including an auxiliary device ZFOSDIC}, which
eliminated manual card punching; (3) new
enumeration methods including the taking of the
census in two stages for most of the country,
and making use of the Post Office for the dis-
tribution of thé first-stage forms covering
100-percent data, to be completed and held for
the enumerator on his regular door-to-door
canvass when he also left the sample data forms
at every fourth household for completion and
mail-in; and (4) new and more widely applied

methods of quality control in data collecting,
editing, coding and all the steps in processing

leading to the production of final results.

The evaluation work is only partially
completed. We tentatively conclude, from the
results now available, that in general, our 1960
methods have succeeded in producing a better
census than the 1950 Census. More data on a
small-area basis have become available
(reference 1). We are presenting some evalua-
tion information as a basis for discussion of
the completeness of enumeration and accuracy
of data on characteristics.

RELATIVE COMPLETENESS OF COVERAGE OF
1960 AND 1950 CENSUSES

This analysis discusses the accuracy of the
1960 Census count of the total resident popula-
tion of the United States relative to that of
the 1950 Census. The discussion relates to the
net change in the total resident population of
the United States as indicated by the 1960 and
1950 Censuses and to the independent estimates
of the components of change during the decade.
The comparison of the independent estimates of
change based on the components of change with
the net change implied by the 1960 and 1950 Census
counts provides some evidence as to whether the
1960 level of net undercount differs appreciably
from the 1950 level and in which direction.

Estimates of population change and of the
components are as follows:

(In thousands)

Population April 1, 1960...ccveeeeeeneesss.179,323
Population April 1, 1950..cccceeeeescecsns .151,326

Net increase....... teceserecssscnsaesesst7,997

Components of change:
Births (corrected for under-
registration)....eeeeiiinnacinans ceeeees 40,963
Deaths..... Ceetetiesietciseccscsesnenssss 15,608
Net movement of aliens and citizens..... . +2,695
Net movement of Armed Forces abroad...... =330

Expected net incre@se.....ceeeesseessss +27,720

Estimated increase in coverage based
On 8boVe.vseveraeanaaenns cesesesesasnaness F277

From the demographic components of population
change indicated above, it appears that the
absolute level of net undercount in 1960 was a
little lower than in 1950; however, each of these
components is subject to varying degrees of
error, which have an important impact on the es-
timated net undercount. This estimate is subject
to an error of 100 percent or more, and the
impact of this and some alternative estimates
will be indicated. Furthermore, 1960 computer
processing may have introduced a new element in
the intercensal balancing equation and its
effect should be considered in any coverage evalu-
ation. These topics are dealt with in more
detail below.

First, however, we may speculate about the rate
of net underenumeration in the two censuses on



the basis of this estimate., For 1950, we may
take three rates for illustrative purposes from

iable B of - n _Survey:
Technical Paper No, 4):

Estimated net
undercount in
1950 Census
Source Percent
Amount | of esti-
(000's)| mated
totals
PES estimate..ivevvseescasnesasd 2,091 1.4
"™inimum reasonable" estimate.., 3,715 2.4
Coale estimate.civecsrrvessaned 5,429 3.6

If now, we subtract 277,000, the estimated in-
crease in coverage, we obtain the following
estimates for 1960:

Estimated net

undercount in
1960 Census

1950 benchmark
Percent
Amount | of esti-
(000's) | mated
totals
PES estimate.....cvvvvvevnnaned 1,814 1.0
"™Minimum reasonable" estimates. 3,438 1.9
Coale estimate......vvvvvsens.d 5,152 2.8

Births

The estimate of births shown above was ad-
Justed for incomplete registration on the basis of
the results of the Birth Registration Test of 1950
and extension of these results to 1960, The 1950
Test indicated that 2.1 percent of the births
ocourring in the January-March 1950 period were
not reglstered. The overall correction for the
1950-1960 decade is about 600,000, or 1.45
percent. If, for example, birth under-registration
were 50 percent greater, the intercensal change
would be about 300,000 greater and the estimated
1960 net undercount would be larger by that amount.
If, on the other hand, birth under-registration
were only half as great as estimated (as might be

Table 1.--MIGRATION:
Figures may not add to totals because of rounding)

(In thousands.
—
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the case if completeness improved within the
stratum of births occurring out of hospitals),
then the estimated net undercount in 1960 would
be about 300,000 smeller.

Deaths

No evidence as to the extent of under-
registration of deaths is available. In these
computations, however, the data for infant
deaths have been adjusted by the factor used for
births; approximately 21,000 deaths were added
for the entire decade. If, for example, we were
to assume that all deaths were incompletely

registered to the same extent as births--a very
unlikely situation--the total adjustment would be
233,000, and the estimated undercount in 1960
would be that much less.

Net civilian immigration

Of the three demographic components of
change, the estimate of net immigration to the
United States is subject to the greatest margin
of error. Although the size of the component
(net) must be relatively small compared with
that of the other components (about 3 million
for the decade versus about 40 million births
and 15 million deaths), the uncertainty involved
in estimating the size of some of the elements
that meke up net immigration from abroad is
very large.

The immigration statistics cover six princi-
pal classes of migrants, as defined by the
Immigration and Naturalization Service (INS):
Immigrant aliens, nonimmigrant aliens, and
citizens arriving; emigrant aliens, nonemigrant
aliens, and citizens departing. In addition,
it is necessary to allow for movement between
the United States and Puerto Rico and other
outlying areas.

The estimates of the gross components that
meke up net immigration used in preparing the
final intercensal population estimates are
shown in table 1.

1950 TO 1960

Class of migrant

Alien immigrants and emigrant8.....eeesenecseceossrvcnersasneonennnss
Alien nonimmigrants and nonemigrants...eseseesreservoiessrsverennnnns
Cltizen passengers arriving and departing...vseeeeeeeeeerresecceccoes
Movement to and from Puerto Rico and other outlying areas............

- T

Net Total
movement | Arrivals | Departures
+2,249 12,500 2251
-10 23,459 23,469
- NA NA
+455 3,725 3,269
+2,695 NA NA

1Since July 1957, includes alien nonimmigrants whose status was later converted to immigrants.
%Based on reported data to July 1957. The INS believes that the number of departures has been quite

small in recent years.
Data to July 1956 only.



The net movement of U.S. citizens (exclusive
of those moving between Puerto Rico and the main-
land) was estimated from two different sets of
data: (1) INS 'figures on sea and air travel;
(2) the census counts of Americans abroad in
1950 and 1960, The first ylelded estimates of
arrivals and departures whereas the second gives
an estimate of net movement only.

The first approach shows 12,264,000 arrivals
and 11,984,000 departures, or a net in-movement
of 280,000. In this approach, it is implicitly
assumed that the large gross volume of movement
over our land borders had a zero balance. Thus,
the figure +280,000 is subject to a very large
margin of error.

The second approach may be summarized
as follows:

Net emigration of civilian citizens,
1950-1960. .0 00ssvsssvesssnssassssss 172,000
= Civilians enumerated abroad, 1960... 765,000
- Alien dependents abroad, 1960....... 41,000
Civilians abroad, 1950....ccc0uve... 239,000
Alien dependents abroad, 1950....... 9,000
Registered births to citizens
abroad, 1950-1960...cc0ssesssssssss 332,000
Estimated deaths to civilians
enumerated abroad, 1950-1960.......

+1

+

10,000

There are several uncertainties in this esti-
mate: (a) The 1950 Census did not count
Americans abroad such as businessmen, students,
retired persons, etc. It was assumed that this
group, 188,000 in 1960, increased over the
decade at the same rate as Federal employees
and their dependents overseas; (b) the estimated
number of alien dependents of Americans overseas
had to be subtracted--41,000 in 1960 and 9,000
in 1950; and (c) births to U. S. citizens abroad
are reported voluntarily to U. S. consuls, and
the number is probably incomplete.

In view of the net in-movement shown by one
estimate and the net out-movement by the other
and of the uncertainties concerning both, it was
simply assumed for purposes of this paper that
there was no net movement of citizens in the
1950-1960 decade. Had the estimate of +280,000
been used, the estimated decrease in coverage
would have been 3,000. On the other hand, had
the -172,000 been used, the estimated increase
in coverage would have been 449,000.

Net movement of armed forces abroad

The estimate for this component is based on
data from the Department of Defense and is
believed to be subject to little error. The es-
timate includes allowance for deaths to Armed
Forces overseas 'during the period and for over-
seas inductions. (With respect to the enumera-
tion of military personnel overseas, there was
about the same numerical difference in 1950 as
in 1960 between the census data and data from the

Department of Defense. In 1960 the census
deficit in the overseas population was about
50,000 out of 700,000, compared with a 1950
deficit of 61,000 out of 400,000.)

Computer processing

As is mentioned in the United States summary
of general population characteristics (reference
2), 776,655 persons were included in the
1960 count through computer imputation of popu-
lation to housing units for which there was
some evidence of occupancy. Part of this evi-
dence came from an indication of an occupied
unit on the housing schedule but with no
corresponding FOSDIC-readable persons on the
population schedule, and part from a reenumeration
of a sample of field "close outs"™ that were so
reported in which it was found that many such
units were occupied. In any census there is
always a marginal group from the standpoint of
whether they were literally "counted.® Granted
that the 1960 procedure for computer imputation
of population was a necessary final stage of
the enumerative process, there is, nevertheless,
some evidence that the computer may have “over-
imputed™ persons. The amount of this overcount
has not been closely determined, but its range
could reasonably be from 100,000 to 400,000.

Summary

It is evident from the prior discussion that
errors in the intercensal estimates of births,
deaths, and of military movement are not likely
to be of sufficient magnitude to affect the
general picture regarding the relative accuracy
of the 1960 and 1950 counts. Errors in the
immigration data, on the other hand, may be
fairly large; and, as stated earlier, it is not
possible to determine the direction or approxi-
mate size of the net error. The nature of com-
puter imputation for housing units with no
occupants listed further clouds the picture.

In summary, if we make no allowance for any
overimputation of persons in the special computer
procedure, and if we assume no net immigration
of citizens in the 1950-1960 decade, the esti-
mated amount of net underenumeration is lower in
1960 than in 1950. If we allow 250,000 for
computer overcount then the amount of net under-
enumeration would be about the same in 1960 as
in 1950. Under either assumption the estimated
rate of underenumeration would be lower in 1960,
and sufficiently lower to indicate a gain of
the order of 500,000 to 1,500,000 in the coverage
in the 1960 census as compared with what it would
have been if the 1950 rate of undercoverage
had continued.



ABSOLUTE ESTIMATES OF COVERAGE
AND OF GROSS COVERAGE ERRORS

The previous discussion is concerned primarily
with coverage of the 1960 Census as compared to
the 1950 Census, and is based on 1950 evaluation
study results, and on estimates of population
changes between 1950 and 1960. Although the
evaluative studies for the 1960 Census have not
as yet been brought to final conclusion, many
of the results are available, and preliminary
findings can be given., Comparisons of independ-
ent estimates of coverage errors between censuses
are difficult because the evaluation studies
themselves differ in effectiveness,

One major method for studying coverage in both
1950 and 1960 was made through a
procedure, Omissions and errors in the counting
of occupied living quarters are analyzed, as a
source of omission and duplicated enumeration of
persons. Within properly enumerated living
quarters, there can be omissions or erroneous
inclusions of occupants. Table 2 shows estimates
of coverage errors for 1960 and 1950, as esti-
mated from re-enumerative surveys.

Table 2.--ESTIMATES OF POPULATION COVERAGE ERROR
(Percent of Census total)

Enumeration errors 1960 | 1950
Omissions of persond......seesesees| 3.0 2.3
In missed living quarters........| 1.6 1.6
In enumerated living quarters....| l.4 0.6
Erroneous inclusions of persons....| 1.3 0.9
Net undercoverage of persons.......| 1.7 1.4

The estimates in table 2 are not entirely
comparable for 1960 and 1950, In 1960, the check
for missed persons included "housing units" and
all “group quarters." In 1950, the check in-
cluded "dwelling units" (comparable to "housing
units® in 1960) and "quasihouseholds" where less
than 35 persons had been enumerated. In
addition, there was a difference in the timing
and effectiveness of the re-enumeration
procedures.

On the basis of other studies and evidence,
it was concluded that the net undercoverage in
the 1950 Census was substantially underestimated
by the 1950 Post-Enumeration Survey (PES)
(reference 3), especially for persons not
readily identified with a regular place of
residence. As a consequence of weaknesses de-
tected in 1950 re-enumerative procedures, steps
were taken to strengthen corresponding procedures
in 1960. Therefore, for 1960, there are higher,
and perhaps more reasonable, estimates of net
undercoverage than in 1950.

The results of analytical methods previously
described may be combined with the evidence from
the re-enumerative studies to give some overall
estimates of net undercount, Through resurvey
methods a net undercount of population of about
1.7 percent may be estimated, and through
analytical methods between 1.0 and 2.9 percent.
Considering the evidence now available,
Steinbergn%reference 4), et al have indicated
that a reasonable estimate of the level of net
undercount in 1960 seems to be in the renge of
1.7 to 2.0 percent of the total as compared to
the "minimum reasonable" estimate in the 1950
Census of 2.4 percent. In absolute terms, this
amounts to & net undercount in 1960 of 3 million
to 34 million people.

A composite of analytic methods, reported on
by Akers (reference 5), gives us some estimates
of net undercounts for 1960 by sex, age and
color (see table 3). The estimates are fairly
reliable for ages under 25 but are quite rough
for the older ages. For ages under 25, the
estimates are based on survivors of births.
Coale's iterative method was used to estimate
ages 25 to 64, as well as ages 65 to 74 for
whites. Another iterative method using
mortality data was used for the older ages and
for nonwhites 65 to 74.

Table 3.--ESTIMATES OF NET CENSUS UMDERCOUNT
BY BROAD AGE GROUPS, SEX, AND COLOR: 1960

(Composite of preferred methods. A plus sign
indicates a net overcount.)

(Percent)

All | Wnite | White | Non- | Non-

white | white
classes| male | female male |female

Age

All ages.... =231 -1.1 -1.7| -10.3 =7.1

Under 5 yrs. 2.6 -=2.1 =l.4| -7.9 -6.4
5-14 yrs.... 2.1 -2.3 -1.3] =4.8 -3.8
15-24 yrs... ~4.0[ =3.3 -2.3] -13.9 9.5
25-44, yre...| -2.6| -2.2| -0.7| -16.0| -6.2
45-64 yrs...| -2.3| -0.2| -1.8]-13.0] -12.8
65 yrs. and
OVer.iisasss +0.9| +8.1 =451 7.9 2.6

Entirely different estimates of net census
undercount of the population 65 and over are
suggested by a comparison of estimates of the
population 65 years and over in 1960, The 1960
estimate of this population based on survivors
of the 1950 population and other factors fell
short of the census count by about 900,000, or
5.5 percent., A similar discrepancy was also
noted in 1950 and 1940. In the interpretation
of this discrepancy for earlier censuses,
greatest weight was given to erroneous reporting
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of age at the latest census. However, an exami-
nation of the population count for ages 55 to

6/ in 1960 and of age misreporting as indicated
in the reenumerative procedure tends to discount
this factor as a major source of bias. Nor can
a deficiency in the reporting of immigration
contribute much to the explanation. In view of
the lack of evidence regarding the relative
weights of various factors, a fuller explanation
of the discrepancy must await the results of the
other studies in the evaluation program.

Table 4 shows a comparison of estimates for
1960 and 1950 for undercounts of children under
one year of age and under five years for whites
and nonwhites. These results reflect the
accuracy of age reporting as well as complete-
ness of coverage. The figures are based on esti-
mates of survivors of births, using birth regis-
tration data and estimates of underregistration
made by the National Vital Statistics Division.
Each of the age and color groups shown, except
10 to 14, indicates considerable improvement
in 1960.

Table 4.--ESTIMATED PERCENTAGE OF NET CENSUS
UNDERCOUNT OF CHILDREN

Color Under g?der 5to9 |10 to 14
and one ve years years
ear year years old old

¥y old
TOTAL
1960... 2.0 2.6 2.4 1.9
1950..... 11.0 4.7 3.6 1.8
WHITE
1960..... 1.2 1.8 2.0 1.7
1950..... 10.1 4.0 2.7 1.0
NONWHITE
1960..... 5.8 7.2 4.8 3.7
1950..... 16.6 9.7 9.6 6.3

Further evaluation of the 1960 Census will be
possible as final results of a series of studies
become available. Of interest is a de facto
enumeration of persons present in a sample of
enumerated living quarters and a number of
"reverse record checks" that are being carried
through, involving samples from other sources
being matched against the census.

NONRESPONSE RATES

Table 5 provides a comparison of nonresponse
rates in the 1960 and 1950 Censuses for a few
characteristics. Most of the nonresponse rates
compared are higher in 1960 than in 1950.

In 1950, after an enumerator had made reason-
able but unsuccessful efforts to obtain census
information about persons from the usual

acceptable respondents, he was instructed to

make inquiries from neighbors. This procedure

was followed in 1960 only for the 100-percent
items for which neighbors might provide reasonably
acceptable information.

In 1960, for the sample items, there was a
close-out procedure instructing the enumerator to
obtain information about persons from acceptable
respondents only, and to terminate his efforts
after three calls. This procedure was patterned
after CPS policy which does not permit the enu-
merator to obtain information about a person
from any source other than a responsible member
of the household. In the 1960 Census, when a
nonresponse rate in an enumerator's assignment
was found to be unacceptable on review, further
follow-up work was to be done by hourly rate
enumerators.

The 1960 procedures were based on the
assumption that allowing information to be ob-
tained from neighbors and other unqualified re-
spondents encouraged poor standards and loose
work, and that with a reasonably low nonresponse
rate, mechanical imputation yielded data that
are more reliable than inquiry of neighbors or
informal imputation by the enumerator. For some
items (such as place of birth and mother tongue,
occupation, place of work and means of trans-
portation) nonresponses were not imputed in the
computer, but were tabulated as NAs. The alterna-
tive methods for dealing with nonresponse still
need to be evaluated. At present, it is difficult
to appraise whether the higher nonresponse rates
in 1960 (table 5) represented a deterioration or
improvement in quality.

The increase in nonresponse for age, which is
a 100-percent item, presumably results from the
collection of information by date of birth,
instead of age in years as of the last birthday.

Table 5.--PERCENT OF NONRESPONSE FOR SELECTED
CHARACTERISTICS: 1960 AND 1950

Percent
Selected characteristics nonresponse
1960 1950
AC.vrvinnennns Ceteeeeeriereneneeaeee. | 7] 0.2

State of birth........oevun.
School enrollment
(persons 5-34 yrs. 0ld).seeviensena.| 8.
Highest grade completed
(persons 25 and oVer)....vieeveves.. | 4
Employment status (persons 14 & over)| 3
Occupation (employed persons)........| 4.
6
6

I ) 1.0

Children ever born
(to women ever married).....eveseses
Income (persons 14 & OVET).eeveveeons

Year or decade of age not reported. The 1.7

. figure is obtained on the basis of Stage I or 100-

percent enumeration. In Stage II, the correspond-
ing nonresponse figure was 1.0 percent.

2Enrollment data available only for persons 5
to 29 years old in 1950.



In considering the NA rates for occupation, it
should be noted that employment status was
computer-allocated in 1960, but not in 1950 when
NA's for employment were placed in the category,
"Not in the labor force." The NA rates with
respect to "occupation" are taken relative to
the number of employed persons. The 1960 allo-
cation procedure for employment tends to increase
the NA's for occupation. Hence, the difference
in procedure probably accounts for a part of the
higher NA rate for occupation in 1960 compared
with 1950.

The income NA rates shown here for 1960 and
1950 are also not strictly comparable because the
additional editing performed in 1960 and the
revised questions tended to reduce the number of
NA's that had to be imputed by the computer.

For example, in 1950, all persons who failed to
report on work experience and on earnings were
counted as income nonrespondents; in 1960, per-
sons who failed to report on work experience and
on earnings, but were subsequently assigned by
the computer to the category "Did not work in
1959" were assigned "None™ codes in "Wage or
salary" and in self-employment income and were
not counted as NA's on earnings. Also, the
modification in the 1960 questions eliminated
from consideration those persons who did not have
work experience during the preceding 10 years.

In 1950, however, the income questions were to
be asked of all persons 14 years of age and over.
Both these changes tended to reduce the NA

rates for 1960.

The Census in 1960 was taken by a two-stage
procedure for about 82 percent of the population,
and by the usual "one-stage™ procedure elsewhere
(reference 6), including, for the most part, the
more sparsely settled areas. Some comparisons
of nonresponse rates for occupation for 1960 and
1950 were made for single-stage and two-stage
cities of similar size by Shryock and Greene
(reference 7). Sixteen of the largest single-
stage cities were selected and matched to cities
of similar size enumerated by the two-stage
procedure. The entire 1950 Census was taken in
one stage. Comparisons were made with the 1950
nonresponse rates for the same 32 cities
selected for 1960. The results are summarized
in table 6.

Table 6.--EMPLOYED PERSONS NOT REPORTING OCCUPA-
TION, PERCENTAGES FOR SELECTED CITIES ENUMERATED
BY SINGLE-STAGE AND TWO-STAGE METHODS IN 1960

BY COLOR: 1960 AND 1950

Percent of nonresponse
for occupation

For selected cities

(employed persons) Single- | Two-

stage stage

cities cities
All persons, 1960........ 4.0 6.5
All persons, 1950........ 1.0 1.1
White persons, 1960...... 3.9 5.8
Nonwhite persons, 1960... Lk 10.1
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Thirteen of the two-stage cities had a non-
response rate in excess of their "comparable"
single-stage cities. For 1950, however, the
nonresponse rates do not indicate any pattern of
difference between the two groups of cities.

An inspection of nonresponse rates for 100-
percent items (see table 7) can be made for 1960
by size of place (reference 8). The central
cities of urbanized areas, where there are
special problems of enumeration, had a relatively
large number of imputations compared with per-
centages for the United States as a whole.
Corresponding figures for rural areas were rela-
tively low, and those for urban areas outside
central cities of urbanized areas were generally
near those for rural areas.

Table 7.--ALLOCATION FOR NONRESPONSE FOR
THE UNITED STATES BY SIZE OF PLACE: 1960

Per-

Per- |sons

sons [with
Number sub- |one or

Size of place of sti- |more
persons tuted|allo-

(per-|cations
cent )| (per-

cent)

United States.........|179,323,175 0.4 3.0

Urban total.........|125,268,750 0.5 3.2

Central cities....| 57,975,132 0.6 3.9

Urban fringe......| 37,873,355 0.3 2.6
Other urban:

Places of 10,000
or more.......| 16,172,839 0.3 2.7

Places of 2,500

to 10,000.....] 13,247,424 0.4 2.5
Rural total:

Places of 1,000

to 2,500 ..000...| 6,496,788 0

Other rural.......| 47,557,637 0

This type of allocation shown in the column
"Persons substituted,®™ not included in the other
percentages in this table, consists of cases
where persons, and all their characteristics,
were substituted for an estimated number of per-
sons in households for which the enumerator ob-
tained no population data.

As indicated earlier, moderate NA rates, of
themselves, are not in general a satisfactory in-
dicator of quality of the census measurements for
characteristics, The NA rate for CPS, which we
regard as of high quality relative to the census,
is approximately four or five percent for most
items, and considerably higher for some. In
part, this NA rate results from the fact that
interviewing must be completed within a very
short time.

On the other hand, where NMAs run to 25 or 50
percent or more for a particular area, it can only
be interpreted as providing poor data for that
area. This, for example, was the situation in the
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city of Chicago where among census tracts having
1,000 inhabitants or more, there were three
tracts, each containing one or more EDs, in which
allocation rates were 50 percent or more for a
majority of the sample items.

ERRORS IN PROGRAMMING AND TABULATING

It is not possible, of course, to give a
meaningful quantitative summary of errors in
programming and tabulating. Some errors are
important; others are trivial. Minor differ-
ences between tables resulted from imperfections
in the processing of the data, but these are
much smaller in magnitude for the 1960 Census
than for earlier censuses. There is at least
one major tabulation error, however, which was
not caught until after publication. The figure
for Westchester County (N.Y.) residents born in
the United Kingdom was shown as being larger
than the county's total population.

Programming errors affected all publication
areas, except that sometimes an error was found
and corrected after several States had already
been tabulated and retabulation of the first
States was not deemed feasible. Sometimes
corrected figures are obtained and shown
separately with the errata. At other times,
the reader is simply told the nature of the
error (and usually the direction of the bias),
but the corrected figures are not available.

RESPONSE BIAS
Introduction

Since NA rates, when they are relatively
low, do not necessarily provide an adequate
measure of quality, a more valid test of the
results is made after imputation for the MAs.
Such measures of quality are estimated by com-~
paring census results with other data regarded
for this purpose, as of better quality or as
"preferred™ for particular items of information.
In this context, preferred data may be informa-
tion independently obtained through record
keeping or reporting systems, other independent
surveys, or reinterview surveys. When the
census and the "preferred" data collection
method yield comparable summary measurements of
the same characteristics, the differences
between corresponding summary statistics, taking
sampling error into account, can be considered

as a measurement of net response error, or

regponse bias. Gross error, or response variance,
will be discussed later.

For purposes of this discussion of response
bias, census results will be compared with
results from the Current Population Survey, with
information independently obtained by other
govermmental agencies for education and income,
and with results obtained through intensive
reinterviews of a sample of 1960 Census respond-
ents. We take the difference between a census
result (C) and a comparable result from another
source regarded for the present as a standard
(s), and compute: (C-S)/S as & measure of

Comparison of Census results with CPS results

Labor force data were not collected in the
intensive reinterview study; the Current Popu-
lation Survey is used as the standard against
which census statistics of the employment status
of the population are measured (see table 8 and
reference 9). The April CPS data for 1950 and
1960 are used for comparison although there are
differences in the time reference. The census
enumeration was spread over time and the data
do not relate to a single week, but they relate
mostly to a week in April.

Without exception, for all population groups
shown, there is evidence, according to CPS
results, of census undercount of persons in the
labor force. However, except for persons
employed in agriculture, the differences rela-
tive to CPS results are smaller for 1960 than
for 1950. Differences in employment in agricul-
ture may be especially affected by the varia-
tions in time reference.

(It should be noted that the usual sampling
error estimates apply to the CPS data, and also
to the differences between Census and CPS data,
regarding sampling error for the census results
as trivial.)

The response biases, as previously defined,
are indicated in columns 4 and 8 of table 8.

Response bias in 1960 Census education
statistics

Two basic items of information on education
were collected in the census: school enrollment
and educational attaimment.



Table 8,—COMPARISON OF EMPLOYMENT STATUS, CENSUS AND CPS

(Percent)
1960 1950
Difference April
Employment status Census Difference rel. to CPS Census CPS Difference rel. to CPS
(1) (3) (4) (5) (6) (7)
All persons, 14 years old and over
In 1abOr fOrce..cececcccccncecsses 55.5| 57.0 -1.5 -2.7 53.7| 56.9 -3.2 -5.6
Employed..cceecrecsceccascessnas] 52.6) 54.0 -1.4 2.6 51.2| 53.7 -2.6 -4.8
In agriculture....cccececceces 3.5 4.4 -9 -21.3 6.3 6.6 ‘=3 -5.0
In non-agricultural industries| 49.2| 49.6 -5 -.9 44,9 47.1| -2.2 4.8
Unemployed..ceeeeeecesccscscccas 2.9 3.0 -1 4.7 2.6 3.2 -.6 -19.9
Not in 1abor force....ceceeceeseecss 44.5] 43.0 1.5 3.6 46.3] 43.1 3.2 7.4
White
In 1abor force..c.ceeceeecsccecscseas] 55.3| 56.6 <1.3 -2.3 53.4| 56.5 -3.0 5.4
Employed...ccccececcesceccnescas) 52.7| 54.0 -1.3 2.4 51.1| 53.5 2.4 4.6
Unemployed...ceeecesccccecccsccs 2.6 2.6 -.02 -.8 2.4 3.0 -.6 -19.9
Not in 1abor fOrCe..cececccccccecssl 44.7| 43.4 1.3 3.0 46.6| 43.5 3.0 7.0
Nonwhite
In 18bOr fOrce..eeecececcccesssses| 357.0| 60.7 =3.7 -6.0 56.6| 61.2 4.6 -7.5
Employed..ccceecesccccncccceness] 52.1| 54.6 -2.5 4.5 52.1] 55.6 -3.5 -6.3
Unemployed.cceeeecccccccccccccae 5.0 6.1 -1.2 -19.4 4.4 5.6 -1.1 -20.3
Not in labor force....ceceeceeeessl 43.0| 39.3 3.7 9.3 43.4| 38.8 4.6 1.9
Male
In 1abor fOrce.cececscecescessesss] 78.1| 80.0 -1.8 -2.2 79.7| 83.3 -3.6 4.4
Employedeseeccccccsscscccacacens| 7421 75.7 -1.5 -2.0 75.8| 78.3 -2.6 -3.3
In agriculture....ceececececes 6.6 7.8 -1.3 -16.3 1.8 11.8 -1 -.6
In non-agricultural industries| 67.6| 67.9 -.2 -3 64.0| 66.5 -2.5 -3.8
Unemployed...ceceeeceescessacanes 3.9 4.2 -.2 -6.0 3.9 5.0 -1.1 -21.6
Not in labor force......ceeeeeeeees] 21.9] 20.1 1.8 8.7 20.3]| 16.7 3.6 21.7
Female
In 18bOr fOrce..cvscssccsecssssses) 34.9| 36.3 -l.4 -3.9 29.21 32.1 -2.9 -9.2
Employed..ceeecccescscccscccsass| 33.0] 34.3 -1.4 4.0 27.8| 30.5 -2.7 -8.8
In agriculture...ccceccececcees .6 1.3 -.6 -50.0 1.0 1.6 -.6 =37.2
In non-agricultural industries| 32.3| 33.1 -7 2.2 26.8| 28.9 -2.1 -7.3
Unemployed.aeececeseoscassescnas 1.9 1.9 -.04 -2.1 1.3 1.6 -2 -15.8
Not in labor force.......ceeeeeees| 65.1] 63.7 1.4 2.2 70.8| 67.9 2.9 4.3

€9
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In a paper by Nam (reference 10) for overall
figures on enrollment in the public schools, two
comparisons were made from information now
available (see table 9). First, in accordance
with its annual practice, the U. S. Office of
Education issued an estimate of total enrollment,
from kindergarten through the twelfth grade,
based on a brief mail questionnaire sent to all
offices of State school systems in the fall of
1959 requesting enrollment figures as of
October 1, 1959, or as close to that date as
enrollment stabilization was believed to have
occurred. The census information referred to
school enrollment between February 1, 1960 and
the census date. Secondly, the CPS had a
school enrollment question in October 1959.

This information was gathered in the usual CPS
way, and is subject to CPS sampling error.

Table 9
Source Enrollment
(millions)
1960 CensuUS.coveeacnecnnss Cereeens e 35.3
1959 Office of Education Survey...... 35.2
1959 CPS (0Ctober).vveeeseveeeereenns 34.9

The census figure might be expected to be
slightly lower than the 1959 OE fall figure
because the Census data refer to the spring
semester and some slight attrition at these grades
takes place between the fall and spring terms.
However, some shifting from parochial or other
private schools to public schools probably also
takes place during that time, and this shifting
would tend to compensate for the attrition effect.
At any rate, the figures are quite close. Also,
when considering comparable figures on a State
basis (reference lO), in only 13 States is the
difference between Census and the OE figures as
great as 3 percent and in only one State
(Alaska) is the deviation extreme. Most of these
differences by States, moreover, can probably
be attributed, in great part, to varying defini-
tions of residence or to transfers or residential
mobility between States in the interval from
fall to spring.

College enrollment data from the 1960 Census
can also be compared with the October 1959 CPS
and with the 1959-60 biennial Office of Education
Survey (see table 10). Ths OE information is
obtained from college and university officials.
Although the CPS and OE figures are in close
agreement, the Census differs from both to a
marked degree.

Table 10
Enrollment
Source (millions)
1960 CenBUS.cteserereestossssensasnns 2.9
1959 CPS (0Ct.)euseneensoneennansanss 3.3
1959-1960 OE SUTIVEY.eseessnsrsnsansns 3.4

A special inquiry concerning fall and spring
enrollment, sent to the largest universities in
six States where the Census figure fell appre-
ciably below the OE figure, showed that the
attrition rate was very close to the difference
between the two sets of figures.

Response bias in 1960 Census income data

For evaluation of census income data with re-
spect to response bias, two sources of informa-
tion are now available: CPS data and estimates
of the Office of Business Economics (OBE). In
the present section, some findings reported by
Miller (reference 11), about CPS and OBE esti-
mates compared with Census data (see table 11)
are made. All relate to aggregate income for
the year 1959 for 1960 comparisons and the year
1949 for 1950 comparisons.

Table 11.--CENSUS, CPS AND OBE ESTIMATES OF
AGGREGATE INCOME, BY TYPE OF INCOME, FOR THE
UNITED STATES: 1959 AND 1949

— _— — —_—

Census? CPs?

Per- Per-

Year and type gi?E gi?i
of income Dollar Dollar 3
amount | £87~ |amount | £¢7~ OEE

ence ence

from from

OBE OBE

1959

Total income....| 331.7 | -5.6| 306.7| -12.7|351.4
Wages & salaries| 246.5 | -1.0| 233.5( =6.3[249.1
Self-employment.| 47.9 | 13.5| 38.3] -9.2| 42.2
Income other
than earnings..| 37.3|-37.9| 32.7| -45.6| 60.1

1949
Total income....| 173.2 | -9.3| 159.8| -16.3[191.0
Wages & salaries 4124.3| -3.5| 120.0| -6.8|128.8
Self-employment.| 431,1| -0.6| 26.5| -15.3| 31.3

Income other
than earnings..| %16.6 | -46.3| 13.3| -57.0| 30.9

1Total population 14 years old and over.
Persons 14 years old and over, excluding in-
mates and members of Armed Forces living on base.
3Total population, all ages.
“Estimates on preliminary sample tabulations
because final data do not contain distribution
of income by type.

A comparison of the Census and OBE estimates
by type of income shows that in 1949 and 1959
there was very close agreement for wages and
salaries but evidence of substantial under-
reporting of income other than earnings in the
Census. In each case the Census estimate was
in closer agreement with OBE than were the CPS
figures and there was also substantial reduc-
tion in underreporting in 1960 compared to 1950.



Census and OBE estimates for regions and
States were in close agreement for 1959.
Census estimates were less than 90 percent of OBE
estimates for only four States.

Age heaping

An edditional point of some interest in re-
lation to response bias, approached analyti-
cally, is a decline in "age heaping", as shown
in & recent study (reference 123.

In each census in which data on single
years of age have been collected, there have
been overstatements of ages ending in certain
digits and understatements for other digits.
In 1960, further reduction in the overall age
heaping has occurred, according to an index used
by Myers (reference 13) based on a percentage
distribution of ages by final digit for the popu-
latign aged 23 to 99 years (see table 12 for
1960).

Table 12
Percent in
Ending digit of age digit group
in 1960
All digltB.iceercnreronianannnns 100.0
[0 S 9.9
Liveeoooennnnsssonnsansssans 9.9
S 9.9
K 2 9.8
A N 10.1
D ieesesressessasransasassans 10.3
P 9.9
Feeeeeonensensssesssencsnnss 10.1
S0 000000 NOGORENIONOEBIONEPIOLIEOLIEOLEPOEDS 9'8
Guetesnnosrresssecssacssnans 10.3

tension of the trend, and opportunity for self-
enumeration in 1960 may be largely responsible
for less age heaping. The reduction in 1960
compared with 1950 occurred for both males and
females in the white and nonwhite classifica-
tions (see table 14).

Table 14.--SUMMARY INDEX OF AGE HEAPING
(Population 23 to 82 years)

White Nonwhite

Total
1960 | 1950 | 1960 | 1950

Male.sssessnessensnseess | 0.5 |16 | 2.6 5.6
Pemale.seeeesasssneesess | 0.6 | 2.2 [ 2.2 6.4

However, when the age heaping indexes are
combined for ages ending in 0-4 and 5-9, to
measure the effect of heaping on age statistics
tebulated in the conventional 5-year groups
(table 14a), no improvement is noted between the
1950 and 1960 censuses and no particular trend
appears over the years.

Table l4a.--INDEX OF AGE HFAPING
(Combining 5-year age groups)

Census year Index

188000 eunnniiiinnncieniinnes
1890 iiiintiiiiinniieninians
1900 it ieeienssonnnoannnnnnns
1910 eieeeeenasonnninnnonnans
1920, 0ieiineieinncnnnnnnnes
19300 tieeincinennnnnnnnnnns
1940 i eieiinenrennennnnnnnns
1950 ieieiinniiiniannenennnns
1960.cueenesnssaransonnasnss

OO0O000O0O00O0
. P

The index is one-half the sum of the devia-
tions from 10.0 percent, each taken without re-
gard to sign. For 1960, this index is 0.8.
Comparisons are made with other census years
back to 1880 in table 13.

Table 13
Census years aégfzzaging
1880, civeeissesnncennnnnnnsncanas 10.4
1890, eeeeseneeennnnnnnnnonnnnnas 7.8

1900, ceeeearesenensnssnscssnannos 4.7
19100 e teeneterossonscsnasosonnos 5.6
192000000000.nlt..l'l.'.hl..lo'OO A 5
193000 eeeenenrnnenonrsnsnosasnnes 4.3
1940 eesencesensnsonenssennsanes 3.0

2.2

0.8

1950 0etseneecnesncnnnnssancnnnns

1960, cieiencinnnnnsnnsnnsinnsnnss

In 1960 and in 1900, "date of birth" rather
than "age as of last birthday" was the inquiry,
and the improved question together with the ex-

Response bias for various characteristics as
measured by the intensive reinterview survey

Following the 1960 Census as in 1950, a
"population content evaluation study® was con-
ducted to obtain measures of response error with
respect to selected items of information. In
1960, an intensive reinterview approach was used
(Study EP-10) comparable in some ways with the
Post Enumeration Study (PES) (reference 3) of
1950. In both cases, the interviewer was to
obtain responses before consulting previously
obtained census responses. Following the rein-
terview procedure for the samples reported on
here, the interviewer was to compare the new
response with the corresponding census entries,
and where there were differences, an effort was
made to determine the more accurate response or
an improved response ("reconciliation").

As reported by Pritzker and Hanson (reference
14) study EP-10 used a more intensive interview
procedure than the PES, interviewer training
was more thorough, and the study was conducted



after a shorter time following the census. For
these and other reasons, EP-10 results (1960 are
believed to be more accurate than PES results
(1950). Thus the net differences observed in
tables 19 through 23 at the end of this paper
must be interpreted in the light of procedural
differences in the two studies.

In considering the results shown in this
series of tables, note that a larger bias for
1960 than 1950 could result from an improved
reinterview study in 1960, a reduced accuracy
in the census in 1960, or both. The data in
tables 19-23 are consistent with the.wiew that,
on the whole, both census and reinterview pro-
cedures produced more accurate results in 1960
than in 1950. However, the findings of Study
EP-10 are difficult to interpret, and the tables
are offered for consideration and discussion.
The results are based on person-to-person com-
parisons of responses and for any item include
only cases for which responses were obtained in
both the census and in the evaluation program.

In 1960, EP-10 is regarded as giving
"preferred" results; in 1950, the PES gives the
"preferred® results. For each classification
of persons, the percentage in the classification
according to the reinterview study is subtracted
from the corresponding census result. A nega-
tive sign for "bias"™ indicates a lower census
value. Where both 1950 and 1960 results are
available, the differences in the absolute
values of the relative biasee are given, where
a plus sign indicates a higher level of error
in 1950 than in 1960.

The population characteristics for which
bias measures are shown in some detail are in
the following tables at the end of this paper:

Table 19.--Sex and color

Table 20.--Age by five-year classes
Table 21.--Mobility status

Table 22.--Educational attainment
Table 23.--School enrollment

EVIDENCE ON RESPONSE VARIANCE

Because of time and space limitations, this
presentation does not discuss the technical
development of measurement devices. Persons who
are ‘especially interested in theoretical con-
siderations may consult references 14, 15, and
17 listed at the end of this paper.

We approach the estimation of response
variance in two ways, the first of which is
assoclated with repetitions of some defined
phase of data collection or processing. This
condition is approximated by the familiar con-
cept of reinterview, or by ™matching" informa-
tion from two or more sources for identical
individuals, or by the repetition of a processing
operation such as the coding of the same inter-
view data by different persons. This basic trial-
to-trial average variability results in gross
differences.

The intensive reinterview survey (EP-10) gave
us two measurements for each person reinterviewed,
for selected items of information. The diagram
below illustrates the approach.

Census
Reinterview |In age E:: in
survey zétzz class Total
years 40-44
years

In age class
40-44 years... a b a+b
Not in age
class 40-44
JEBTB.veesasss c d c+d

Total.......| a+ec(b+ad n=a+b+c+d

Where paired responses were identical, the
"zero difference®™ made no contribution to the
response variance (cells a and d). When the
responses were different, the effect was to
remove & person from one classification, and
place him in another (cells b and ¢). For
example, a person whose age in the census was
reported as 43 years and as 45 years in the re-
interview survey would be classified in the first
case in the "age class 40-44 years," and in the
second case "not in age class 40-44 years." This
difference in response would result in an entry
in cell c¢. Note that a minor change in response
not resulting in a change in classification
(or cell) would have, for present purposes, no
statistical effect.

The sum (b + c¢) relative to the number of
persons n, in both the original and the reinter-
view survey, (b + ¢)/n, is called the "gross
difference rate," identified as "g."

The estimated "index of inconsistency," shown
in the last columns of tables 19-23, and repre-
sented by I, makes use of the measure of "gross
difference rate" in such a way as to make these
estimates of inconsistency or response more
comparable from one item to another. This is
accomplished by dividing the gross difference
rate by 2pq, where p is the proportion of the
specified population that has the characteristic
under consideration, and q = 1 - p.

That 1is
1 = —&
2pq
The denominator 2pq approximates the maximum
value that the gross difference rate g can have
under independent repetitions of a survey.

Some average values of I for sex, race, five-
year age classes, mobility-status and educational
attainment classes are shown in table 15. As for
tables 19-23, table 15 makes use of parallel in-
formation from the PES of 1950 and Study EP-10 )
for 1960.



Table 15.--PRELIMINARY ESTIMATES OF THE AVERAGE
INDEX OF INCONSISTENCY (I) FOR SELECTED POPULA-
TION STATISTICS: 1960 AND 1950
CENSUSES OF POPULATION

Estimated unweighted

average index
per class

Characteristic Dif-
1960 | 1950 | fer-
Census |Census | ence

(2)-(1)
() | (2) | (3)

S8X.uetsessssssenssasssseees| 018 | n.a, n.a.
RBCO.vsersosenssassnnansass] 045 | n.a. n.a.
Five-year age classes..,....| .054 | .070 .016
Mobility-status classes®....| .120 | .335 | .215
Educational-attainment
classes (population 25
years old and over only)...| .256 [ .394 .138

iMobility during a one-year period in 1950 and
during a five-year period in 1960.

In general, comparisons of the indexes of in-
consistency show lower indexes for 1960 than
for 1950, At first glance, this might seem to
be a clear indication of a reduction in response
variance in the 1960 Census. Actually the situ-
ation is not so simple; an improved evaluation
program in 1960 would® reduce the indexes of in-
consistency, even with no changes in the quality
of the census., It follows that reductions in
the indexes of inconsistency might have occurred
as a result of improvement of the intensive
reinterview survey in 1960 as compared with
1950, or as a result of improvement in the 1960
Census as compared with 1950, or both. Efforte
were made to achlieve improvements in both the
census and the evaluation program, and on the
basis of this fact and other evidence there are
reasons to believe that both of these factors
influenced the reduction in the indexes of
incosistency.

Another study common to 1960 and 1950,
offering comparable estimates of indexes of in-
consistency, is the Current Population Survey
results matched in the census results (CPS-
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Census Match) (reference 14). As noted earlier,
the CPS is regarded as the "preferred" method,
compared to the census, for the collection of
labor force information. In the CPS-Census
Match, Stanley Greene brought together the data
for a sample of about 8,000 households enumerated
in both the April 1960 CPS and in the 1960
Census. Estimates of indexes of inconsistency
for 1960, and the comparable CPS-Census match
data for 1950, are shown in table 16.

Again it should be noted that often the
census data have a different time reference
from the CPS data. However, there is some
reason to believe that the CPS was of about
equivalent quality in 1950 and 1960, Column 3
of table 16 shows differences in the respective
indexes of inconsistency, most of which are
slightly favorable to the 1960 Census.

Although CPS reinterview in relation to
original CPS results are somewhat irrelevant in
a discussion of census results, it may be of
interest to have a measure of the reliability of
CPS data since they are used to evaluate census
data (see table 17). Columns 7 and 8 show in-
dexes of inconsistency for both reconciled and
unreconciled results (reference 15). Indexes
for the unreconciled results, which are more
directly comparable to the CPS-Census match
in which there was no reconciliation, are
roughly half the values for I for 1960 shown
in table 17.

The coding variance study (reference 16) was
largely a by-product of the quality control
scheme used in the 1950 census, using a sample
of 1 in 40 households from the 25 percent
sample for whom occupation and industry data
were collected. Three different coding clerks
with approximately the same training and coding
experience all coded independently from the
census schedule, but only one person, the
"Census Coder," entered his code on the census
schedule. The coded results were then matched.
An index of inconsistency, analagous to the
one previously described, made mse of all three
codes.
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Table 16.--ESTIMATES OF THE "INDEX OF INCONSISTENCY" FOR LABOR-FORCE CLASSIFICATIONS
IN THE 1960 AND 1950 CENSUSES OF POPULATION, FOR THE "IDENTICAL POPULATION"
FOURTEEN YEARS OLD AND OVER, BY SEX

Index of inconsistency, I Difference’
Sex and labor-force status 1960 Census 1950 Census (2) - (1)
(1) (2) (3)
Males
In the civilian labor force....eeeees. 177 .205 +,028
Employed..veeveesecsessessccsacacsn .170 .196 +.026
(1) In agriculture..sseeeececceases 224 144 -.080
(2) In nonasgricultural industries.. 132 .140 +,008
Unemployed. e eeeeeeeeroseseeassonsss .500 .513 +,013
Not in the civilian labor force....... 177 .205 +.,028
Females
In the civilian labor force,...seeeses .192 .195 +,003
EMployed.sssessesesssessssssssnanss .175 .180 +,005
(1) In agriculture..eeeeseesensones .593 .957 +,364
(2) In nonagricultural industries.. .156 .145 -.011
Unemployed..cvessesessesossssannonns .720 .751 +,031
Not in the civilian labor force....... .192 .195 +,003

IMinus sign indicates greater unreliability in

plus sign indicates greater unreliability

in 1950 Census.

1960 Census than in 1950 Census;

Table 17,~PROPORTIONS OF PERSONS IN INDICATED CLASSIFICATIONS IN ORIGINAL AND REINTERVIEW SURVEYS (FOR IDENTI-
CAL PERSONS) AND GROSS DIFFERENCE RATES RELATIVE TO 2 pgq FOR RECONCILED AND UNRECONCILED RESULTS AS SPECIFIED

. p2: proportion
p1: proportion in olass in g
in class in g relative to

reinterview 1

original survey 2pg

survey :

Survey and item classification (percent) (percent) (percent) (1)
Unrec- | Recon- | Unrec- |Recon- | Unrec- | Recon- | Unrec- | Recon-
onciled | ciled |onciled |ciled |onciled |ciled |[onciled | ciled

(1) (2) (3) (4) (5) (6) (7) (8)
CPS, 1958-1961, status in labor force—

In 1abor fOrCe.suiursseeressnsnsnnnaoes 55,8 56.2 56.0 56.9 4,1 1.6 .08 ,03
Employed.svveeeesninnnnnsnesnsonnns 52.3 52.8 52.5 53.2 3.9 1.4 .08 .03
Agriculture....iviuveesnneresnnsas 4,8 4.6 4.8 4.7 1.2 A .13 .05
Nonagriculture..iveeeeeeeeeseesss 47,6 48,1 47.7 48.5 3.5 1.4 .07 .03
Full time..evivevennrennnnnes 36,1 36.7 36.4 36.5 b4 1.5 .09 .03
Part time...vvviennnnnnnnssns 9.1 9.0 9.2 9.6 4.6 1.7 .28 .10
With a job, not at work,..... 2.4 2.4 2.2 2.4 1.4 ) 32 W11
Not employed...eevevrnnsisssansnnns 3.4 35 3.5 3.6 1.9 .8 .29 A1
Not in lebor force....vvvenveecannrnns 44,2 43.8 44,0 43,2 4.1 1.6 .08 .03

'Here, p is defined as (pi1 + p2)/2, and g is 1-p.
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Teble 18.--NUMBER OF INDUSTRY AND OCCUPATION CODES
BY INDEX OF INCONSISTENCY

Industry codes Occupation codes

Index of Number Percent Estimated Number Percent Estimated
inconsistency of of percent of of of percent of
codes codes labor codes codes labor
force* force
.001 - .100 59 39.3 73.6 12 48.0 4. L
.101 - .200 56 37.3 18.8 93 31.4 22,4
.201 - .300 23 15.3 6.6 L1 13.9 2.6
.301 - .4OO 6 4,1 0.8 11 3.7 0.2
o1 - .500 2 1.3 0.1 L 1.3 0.3
More than .500 L 2.7 0.1 5 1.7 2)
Total codes’ 150 100.0 00.0 296 100.0  100.0

1Estimates based on a sample of 420,000,

®Less than .05 percent.

Includes the codes for "not report.”
Excludes Code 000 MAccountants and auditors" because of programming

error.,

Table 18 gives the distributions of the 149
industry codes and 296 occupation codes by size
of the inconsistency index. A substantially
larger proportion of occupation codes have low
indexes of inconsistency than do industry codes.
Forty-eight percent of the occupation codes as
compared with 39 percent of the industry codes
had indexes between .00l and .100. For both
types of coding, the .00l to .100 class accounted
for about 74 percent of the experienced
civilian labor force.

A further study, made of the 20 percent or so
codes having the highest indexes indicated that
industry codes for wholesale trades were particu-
larly troublesome.

For all classifications of the data discussed,
it should be noted that gross differences which
may be compensating in substantiating degree
for simple means may have more significant
effect when measuring relationships between
classes of the population. The effect of gross
differences on relationships should be a
subject for further study.

Enumerator variance study

The special concern of this evaluation study
was to develop estimates of the variance in
census results attributable to enumerators and
their immediate supervisors. It was anticipated
that the heavy use of self-enumeration on
sample items, and the consequent use of enu-
merators only in the follow-up program in 1960
would reduce the effect of the variability
attributable to enumerators well below that of
1950. The preliminary results available from
R4 out of 50 studies designed to measure enu-
merator variance support this conclusion. More
definitive answers will be available on the
completion of the 50 studies.

SUMMARY REMARKS AND CONCLUSIONS

Evaluation of the completeness of coverage
and quality of measurement of a census is
difficult. Attempts have been made to compare
the relative quality of the 1960 and the 1950
Censuses. In addition, an effort has been made
to compare each of these censuses with other
sources of data, but at best such comparisons
can provide only limited evidence. There is
reason to believe that for some elements in the
population it is becoming increasingly difficult
to conduct a satisfactory enumeration. Substan-
tial efforts to develop improved procedures are
nseded to keep up with changing conditions and
to avoid deterioration from one census to
the next.

On the whole, we conclude that there were
imprcvements in the quality of the 1960 Census
as compared with 1950, Some of the indicated
improvements have been substantial and some have
been minor. Publication of results has been
much earlier than in the comparable period
following 1950; costs were less than would have
been indicated by the changes in price levels
and the growth of the population, and there was
an increase in the amount of informetion that
was made available.

Users generally have been given more informa-
tion concerning the quality of the published data
than ever before. Not all of the gains that
were hoped for were achieved and hindsight re-
veals a number of errors that one wishes had
been avoided. For some areas and for some topics
the rates of non-response are troublesome to
the users of the data.

We are by no means complacent that we have
achieved the quality of results that are needed
or can be achieved. It is obvious that much re-
mains to be desired in improved quality of
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censuses in both coverage and content. In the
discussion with this and other groups, a great
deal of attention should be concentrated on the
effect of errors on the various uses to which
census results are put, and on methods and
studies that may result in increased accuracy of
census results. We welcome the discussion and
consideration that is off'ured by this meeting.
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Table 19.--ESTIMATES OF BIAS IN THE STATISTICS AND OF THE "INDEX OF INCON-
SISTENCY" FOR SEX AND COLOR IN THE 1960 CENSUS OF POPULATION, FOR THE

"IDENTICAL POPULATION"

ﬁm
Cengs Biag? | Relative I
Characteristic and category |(percent) | x 100 :i;go
(1) (2) (3) (4)
Sex
T 49,3 +0,2 +0.4 ,018
Female,.ooseosserosnccocnnacenes 50.7 -0.2 0.4 .018
Color
White.vsueeveorreorssrecnennnnns 88.6 +0.2 40,2 .045
Nonwhite..evseeiesesssorscnnnses 11.4 0.2 -1.7 .045

NOTE: See section VII A of text for explanation of "Index of Incon-
sia}ency".

Minus sign indicates understatement in Census; plus sign indicates over-
statement,

Table 20.--ESTIMATES OF BIAS IN THE STATISTICS AND OF THE “INDEX OF INCONSISTENCY"™ FOR FIVE-YEAR AGE
CLASSES IN THE 1960 AND 1950 CENSUSES OF POPULATION, FOR THE "IDENTICAL POPULATION"

"

Percentage 1
distribution Bias x 100 Relazizg bias Index of inconsistency, I
Age class 1960 1950 1960 1950 1960 1950 |Difference® | 1960 1950 |Difference?
Census | Census | Census | Census | Census | Census | [(6)4(5] |Census | Census | (9) - (8)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (20)
O4iieiernnnnsnnnsnneses) 11,3 10.7 +.,01 -.18 +,06 | -1,63 +1.57 .020 .025 +,005
5= issesennsssassresess] 10,4 8.8 +,02 +,08 +.16 +.92 +.76 .029 .028 -.001
10-14000ivennnnssasansans 9.4 7.4 +.05 +.01 +,47 +.11 -.36 .024 .034 +,010
15-19...... eseeesessesses 7.4 7.1 -.07 +,11| -1.00| +1.64 +.64 .029 .040 +,011
20-24 00t iertnnranrenenes 6.0 7.6 -.04 +.02 =79 +.26 -.53 .037 051 +.014
25-29. 0tinnnnnnnransnnes 6.1 8.1 +,08 eee | ¥1.53 -.03 -1.50 .036 .062 +.026
30-34.0000nenns Ceetseeens 6.7 7.6 -.03 +.04 -.49 +.,48 -.01 .043 .076 +.033
3539 ietttenrrnnnnnnones 7.0 7.5 +.12 +.06 | +1.85 +,78 -1.07 .058 .075 +,017
4044, i0nnnn, seaseensans 6.5 6.8 +.03 +.09 +.44 | 41,38 +.9% .078 .088 +,010
45-49,,... eesesevans 6.1 6.0 -.12 vee | =1.85 -.07 -1.78 071 .101 +.,030
50-54. iiannnns oo “es 5.4 5.5 +.03 +.02 +.59 +.30 -.29 .078 112 +.034
55259 vetenenas Cesensene 4.7 4,8 +.,10 =16 +2.11 | -3.11 +1,00 .063 .103 +,040
60-64.000urnse tesesessnns 4.0 4.0 -.10 =04 2,77 | -1.04 -1.73 .098 .084 -.014
65-69..000. teresssesense 3.5 3.3 +.09 -.02 | +2,63 -.52 -2.11 .078 .090 +.012
P04 eiinnnaan tessesanas 2.6 2.3 -.11 oo -.40 +.12 -.28 .095 .095 oo
75 and over.. ceesseae 3.1 2.6 -.05 -.03| -1,80| -1.07 -.73 .032 .051 +,019

NOTE:

See section VII A of text for explanation of "Index of Inconsistency".

IMinus sign indicates understatement in Census; plus sign indicates overstatement.
2Minus sign indicates higher level of error in 1960 Census than in 1950 Census; plus sign indicates higher level

of error in 1950 Census.
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Table 21.--ESTIMATES OF THE BIAS IN THE STATISTICS AND OF THE "INDEX OF INCONSISTENCI"™ FOR MOBILITY-
STATUS CLASSES IN THE 1960 AND 1950 CENSUSES OF POPULATION, FOR THE "IDENTICAL POPULATION® FIVE
YEARS OLD AND OVER IN 1960 AND ONE YEAR OLD AND OVER IN 19%0

Percent in class | Bias x 1007 Relative bias®x 100 | Index of inoonsistency, I
Mobility-status 1960 1950 1960 | 1950 | 1960 | 1950 |Difference® | 1960 | 1950 |Difference’:
classes?® Census | Census | Census | Census |Census | Census Ké]—b] Oensus | Oensus | (9) - (8)
(1) (2) (3) (4) (5) (6) (7 (8) (9) (10)
Same houSe,..eevsvasens 50.7 82.6 +1.4 +0,3 +2.6 +0.3 -2.3 .072 223 +.151
Different house, same
county e il 2003| m4| s3] 07| w2 5.8 +%,6| .125| .260 +.135
Different county, same
St&tﬁ.........{,:...... 8.7 3.0 -0.7 +0,1 7.6 +2,3 -5.3 .108 274 +,166
Different State.ccves.. 9.0 2.7 -0.9 +0.2 | -11.2 +8.3 -2.9 ,107 .336 +,229
Abroad..ceeseesescessns 1.3 0.4 -0,2 +0,2 | -13.3 |+278.3 +265.0 ,187 584 +,397

NOTE: See section VII A of text for explanation of "Index of Inconsistensy."

lRegidence five years prior to the Census data for the 1960 Census; residence one year prior to the Census data
O s stgn 1ndis tement in C lus sign indicates overstatement

Minus sign indicates understatemen ensus; plus 8 cates o .

Minus sign indicates higher level of error 1n'1960 Census than in 1950 Census; plus sign indicates higher level
of error in 1950 Census.

Table 22,--ESTIMATES OF BIAS IN THE STATISTICS AND OF THE "INDEX OF INCONSISTENCY" FOR EDUCATIONAL
ATTAINMENT CLASSES IN THE 1960 AND 1950 CENSUSES OF POPULATION, FOR THE "IDENTICAL POPULATION"
TWENTY-FIVE YEARS OLD AND OVER

Percentage 1
aletribution Bies x 100 Rela:i{gobiu Index of inconsistency, I
Hauoationsl attainment | 1960 | 1950 | 1960 | 1950 | 1960 | 1950 | Difference? | 1960 | 1950 | Difference?
Census | Census | Census | Census | Census | Census 6}K5) | Census | Census | (9) - (8)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (20)
None..veesenosennns 2.3 2.6 | -0.01 -1.0 -0.7| -29.0 +28.3 .238 554 +.316
Elementary, l-4 years.... 6.1 8.5 -0.5 +0.3 +8.5 +3.6 4.9 309 .360 +,051
Elementary, 5-6 years.... 7.5 9.4 -0.8 -0.6| =-11.0 =5.7 =5.3 .333 479 +.,146
Elementary, 7 years...... 6.4 7.0 -0.8 -1,2| -11,1| -14.3 +3.2 +399 . 604 +.205
Elementary, 8 years......[ 17.5 20.8 +0,7 +1.4 +,6 +7.3 +2.7 +300 400 +,100
High school, 1-3 years...| 19.2 17.4 +0.7 -0.7 +3,6 4,0 +0.4 240 375 +.,135
High school, 4 years.....| 24.6 20.7 =-0.5 +0.3 -1.9 +1.3 0.7 .186 .263 +,077
College, 1-3 years....... 8.8 7.3 +1,0 +1,0 | +11.4| +15.0 +3,6 224 .339 +.115
College, 4 or more years, 7.7 6.2 +0.2 +0.5 +3,1| - +8.7 +5.6 .074 170 +.096

NOTE: See section VII A of text for explanation of "Index of Inconsistency".

Minus sign indicetes understatement in Census 5 Plus sign indicates overstatement.

2Minus sign indicates higher level of error in 1960 Census than in 1950 Census; plus sign indicates higher level
of error in 1950 Census.

Table 23.--ESTIMATES OF BIAS IN THE STATISTICS AND OF THE "INDEX OF
INCONSISTENCY" FOR SCHOOL ENROLLMENT CLASS IN THE 1960 CENSUS OF
POPULATION, FOR THE "IDENTICAL POPULATION" 5 TO 34 YEARS OLD

Percent of Index of
School enrollment class po;ﬁ:%ion Bies x 100? biil::.a:i;.'(e)o inconsistency,
in cless I
Kindergarten and elementary.. 37.8 -1.0 -2.2 .038
High 8cho0l..esvernescsnanass 11.8 0.1 -1.1 .096
C0llege.urvrursrsncsncnnnsnss 3.6 +0.4 +14.9 .158
Not enrolled..ievssecsessenns 46,9 +0.7 +1,9 041

NOTE: See section VII A of text for explanation of "Index of Inconsistency".
Minus sign indicates understatement in Census; plus sign indicates overstate-
ment.,
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Section: 1962, pp. 258-269, Washington, D. C.
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APPLICATION OF BAYESIAN INFERENCE
(Abstract)

George C, Tiao, University of Wisconsin

Frequently the distribution of observations y depends not only
upon a set of parameters §, of interest, but also on a set of nuisance
parameters ¢ ;. In judging the sensitivity of inference about the param-
eters of interest relative to assumptions about the model such as
normality and independence, the nuisance parameters canbe measures
of departure from normality and independence. From a Bayesian
point of view, the posterior distribution p(4| és4s0, y) indicates the
nature of inference about &, if the corresponding assumptions
42 = &z, about the model are made, while the posterior density
Pz = £20| y) reflects the plausibility of such assumptions. The
marginal posterior distribution of ¢, obtained by integrating out &5,

p(illg)=gp(_€_115a,z) Ptz | y) déo, thus

indicate the overall inference about il when proper consideration
is given to the various possible assumptions. This approach is illus-
trated in detail by two examples; one concerns the comparison of
two variances where the parent distributions are assumed to be mem-
bers of a class of non-normal distributions, the other concerns making
inferences about the coefficients in a regression model where the
disturbances are autocorrelated.
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BAYESIAN INFERENCE
Harry V. Roberts, University of Chicago

Bayesian inference or Bayesian statistics
is an approach to statistical inference based
on the theory of subjective probability. A
formal Bayesian analysis leads to probabilistic
assessments of the object of uncertainty. For
example, a Bayesian inference might be: "The
probability is .95 that the mean of a normal
distribution lies between 12.1 and 23.7." The
number .95 represents a degree of belief, either
in the sense of "subjective probability con-
sistent” or "subjective probability rational”
(see PROBABILITY: PHILOSOPHY AND INTERPRETA-
TION, which should be read in conjunction with
the present article); .95 need not and typically
does not correspond to any "objective" long-run
relative frequency. Very roughly, a degree of
belief of .95 can be interpreted as betting odds
of 95 to 5 or 19 to 1. A degree of belief is
always potentially a basis for action; for
example, it may be combined with utilities by
the principle of maximization of expected util-
ity (see STATISTICAL DECISION THEORY).

By contrast, the traditional or "classical"
approach to inference leads to probabilistic
statements about the method by which a particu-
lar inference is obtained. Thus a classical
inference might be: "A .95 confidence interval
for the mean of a normal distribution extends
from 12.1 to 23.7." The number .95 here
represents a long-run relative frequency, namely
the frequency with which intervals obtained by
the method that resulted in the present interval
would in fact include the unknown mean. (It is
not to be inferred from the fact that we used the
same numbers, .95, 12.1, and 23.7, in both illus-
trations that there will necessarily be a nu-
merical coincidence between the two approaches.)

The term "Bayesian" arises from an elemen-
tary theorem of probability theory, named after
the Rev. Thomas Bayes, an English clergyman of
the 18th century, who first enunciated it and
proposed its use in inference. Bayes' theorem
is typically used in the process of making
Bayesian inferences, as will be explained below.
For a number of historical reasons, however,
current interest in Bayesian inference is quite
recent--dating, say, from the 1950's. Hence
the term "neo-Bayesian" is sometimes used in-
stead of "Bayesian."

An Tllustration of Bayesian Inference

For a simple illustration of the Bayesian
approach, consider the problem of meking infer-
ences about a Bernoulli process with parameter
p. A Bernoulli process can be visualized in

*
A revised version of this paper will ap-

pear in the (forthcoming) International

Encyclopedia of the Social Sciences.

terms of repeated independent tosses of a not-
necessarily "fair" coin. It generates "heads"
and "tails" in such a way that the conditional
probability of heads on a single trial is always
equal to a parameter p regardless of the pre-
vious history of heads and tails.

Suppose first that we have no direct sample
evidence from the process. Based on experience
with similar processes, introspection, general
knowledge, etc., we may be willing to translate
our judgments about the process into probabilist-
ic terms. For example, we might assess a
(subjective) probability distribution for P
(the tilde "~" indicates that we are now think-
ing of the parameter p as a random variable).
Such a distribution is called a prior distribu-
tion because it is usually assessed prior to
sample evidence. Purely for illustratiog,
suppose that the prior distribution of P is
uniform on the interval from O to 1: the
probability that p 1lies in any subinterval is
that subinterval's length, no matter where the
subinterval is located between O and 1. Now
suppose that we observe heads, heads, and tails
on three tosses of a coin. The probability of
observing this sample, conditional on p, is

2°(1-p) .

If we regard this expression as a function of
p, it is called the likelihood function of the
sample. Bayes' theorem shows how to use the
likelihood function in conjunction with the
prior distribution to obtain a revised or
posterior distribution of P. "Posterior" means
after the sample evidence, and the posterior
distribution represents a reconciliation of
sample evidence and prior judgment. In terms
of inferences about 5, we may write Bayes'
theorem in words as

Posterior probability (density) at p,
given the observed sample =

Prior probability (density) at p x likelihood
Prior probability of the observed sample

Expressed mathematically,

£1(p) pr(1-p)**
I3 £'(») (1-p)* Tap

"(p|r,n) =

’

where f'gp) denotes the prior density of 7D,
P (1-p)®Y "denotes the likelihood if r heads
are observed in n trials, and f£"(p|r,n)
denotes the posterior density of 5 given the
sample evidence.



In our example, f'(p) =1, (0<p<1), r =2,
n=3

and

I3 ¥ (1-p)ap
1/12 ,

I3 £'(p) »"(2-p)"Tap

12 p2(l-p), o<

0 otherwise.

'(p|lr =2, n = 3)

Thus we emerge from the analysis with an
explicit probability distribution for p. This
distribution characterizes fully our judgments
about p. It could be applied in a formal
decision~-theoretic analysis in which utilities
of alternative acts are functions of p. For
example, we might make a Bayesian point estimate
of p (each possible point estimate is regarded
as an act), and the seriousness of an estimation
error ("loss") might be proportional to the
square of the error. The best point estimate
can then be shown to be the mean of the pos-
terior distribution; in our example, this would
be .6. Or, we might wish to describe certain
aspects of the posterior distribution for
summary purposes; it can be shown, for example,
that

P(P<.194) = .025 and P(P>.932) = .025 ,

S0 & .95 "credible interval for p extends
from .I94 to .932. Again, it can be shown that
P(P>.5) = .688: the posterior probability that

the coin is "biased" in favor of heads is a
little over 2/3.

The Likelihood Principle

In our example, the effect of the sample
evidence was wholly trensmitted by the likeli-
hood function. All we needed to know from the
sample was D*(1-p)®~F; the actual sequence of
individual observations was irrelevant so long
as we believed the assumption of a Bernoulli
process. In general, a full Bayesian analysis
requires as inputs for Bayes' theorem only the
likelihood function and the prior distribution.
Thus the import of the sample evidence is fully
reflected in the likelihood function, a princi-
ple known as the likelihood principle (see also
LIKELIHOOD). Alternatively, given that the
sample is drawn from a Bernoulli process, the
import of the sample is fully reflected in the
numbers r and n, which are called sufficient
statistics (see SUFFICIENCY).

The likelihood principle implies certain
consequences that do not accord with tradi-
tional ideas. Here are examples: (1) Once
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the data are in, there is no distinction be-
tween sequential analysis and analysis for
fixed sample size. In the Bernoulli example,
successive samples of with
Ty and r, successes couid be enalyzed as one
pooled sémple of + trials with
r, + r, successes.” Altérnatively, a posterior
d%stri%ution could be computed after the first
sample of n,; this distribution could then
serve as a prior distribution for the second
sample; finally, a second posterior distribution
could be computed after the second sample of

. By either route the posterior distribution
aTter ny + n, observations would be the same.
Under almost any situation that is likely to
arise in practice, the "stopping rule" by which
sampling is terminated is irrelevant to the
analysis of the sample. For example, it would
not matter whether r successes in n trials
were obtained by fixing r in advance and
observing the r success on the n trial,
or by fixing n in advance and counting r
successes in the n trials. (2) For the pur-
pose of statistical reporting, the likelihood
function is the important information to be
conveyed. If a reader wants to perform his own
Bayesian analysis, he needs the likelihood
function, not a posterior distribution based on
someone else's prior, nor traditional analyses
such as significance tests, from which it may be
difficult or impossible to recover the likeli-
hood function.

Vagueness about Prior Probabilities

In our example we assessed the prior dis-
tribution of p as a uniform distribution from
0 to 1. It is sometimes thought that such an
assessment means that we "know" p is so
distributed, and that our cleim to knowledge
might be verified or refuted in some way. It is
indeed possible to imagine situations in which
the distribution of P might be known, as when
one coin is to be drawn at random from a number
of coins, each of which has a "known" p deter-
mined by a very large number of tosses. The
frequency distribution of these p's would then
serve as a prior distribution, and all statisti-
cians would apply Bayes' theorem in analyzing
sample evidence. But such an example would be
u.nusual. Typically, in meking an inference
about p for a garticular coin, the prior dis-
tribution of p is not a description of some
distribution of p's but ragher a tool for
expressing judgments sbout P based on evidence
other than the evidence of the particular sample
to be analyzed.

Not only do we rarely "know" the prior
distribution of P, but we are typically more
or less vague when we try to assess it. This
vagueness is comparable to the vagueness that
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surrounds many decisions in everyday life. For
exsmple, a person mey decide to offer §21,250
for a house he wishes to buy, even though he may
be quite vegue sbout what amount he "should" of-
fer. Similarly, in statistical inference we
mgy &ssess a prior distribution in the face of
& certain amount of vegueness. If we are not
willing to do so, we camnot pursue a formal
Bayesian analysis and must evaluate sample evi-
dence ilntuitively, perhaps aided by the tools of
descriptive statistics and classical inference.

Vagueness sbout prior probabilities is not
the only kind of vegueness to be faced in sta-
tistical analysis, and the other kinds of vague-
ness are equelly troublesome for approaches to
statistics that do not use prior probebilities.
Vagueness sbout the likelihood function, that is,
the process generating the data, is typically
substantial end hard to deal with. Moreover,
both classical and Bayesian decision theory
bring in the idea of utility, and utilities
often are vague.

In assessing prior probebilities, skillful
self-interrogation is needed in order to
mitigate vaegueness. Self-interrogation may be
made more systematic and illumineting in several
ways. (1) Direct J tal assessment. In
assessing the prior distribution of p, for
exemple, we might ask, "For what p would ye
be indifferent to an even money bet that p is
above or below this value?" (Answer is the
.50-fractile or medien.) Then, "If we were told
that p is above the .50-fractile just assessed,
but nothing more, for what value of p would we
now be indifferent in such & bet?" (Answer is
the .75-fractile.) Similarly we might locate
other key fractiles, or key relative heights on
the density function. (2) Translation to
equivalent but hypothetical prior sample evi-
dence. For example, we might feel that our prior
opinion ebout p is roughly what it would have
been if we had initially held a uniform prior,
and then seen r heads in n hypothetical
trials from the process. The implied posterior
distribution would serve as the prior. (3)
Contemplation of possible sample outcomes.
Sometimes we may find it easy to decide directly
what our posterior distribution would be if a
certain hypothetical sample outcome were to
materialize. We can then work backwards to see
the prior distribution thereby implied. Of
course, this approach is likely to be helpful
only if the hypothetical sample outcomes are
easy to assimilate. For example, if we meke a
certain technical assumption about the genersl
shape of the prior distribution (beta distribu-
tion), the answers to the following two simply-
stated questions imply a prior distribution of
P: (a) How do we assess the probability of
heads on a single trial? (b) If we were to
observe a head on a single trial (this is the

hypothetical future outcome) how would we
assess the probability of heads on a second
trial?

These approaches are intended only to be
suggestive. If several approaches to self-
interrogation lead to substantially different
prior distributions, we must either try to
remove the internal inconsistency or be content
with an intuitive analysis. Actuelly, from the
point of view of "subjective probsbility con-
sistent," the discovery of internsl inconsist-
ency in one's judgments is the only route toward
more “"rational" decisions. The danger is not
that internal inconsistencies will be revealed
but that they will be suppressed by self-
deception or glossed over by lethargy.

It may happen that vagueness affects only
unimportant espects of the prior distribution:
theoretical or empiriceal analysis may show that
the posterior distribution is insensitive to
these aspects of the distribution. For example,
we may be vague sbout meny aspects of the prior
distribution, yet feel that it is nearly
uniform over all values of the parameter for
which the likelihood function is not essentially
zero. This has been called a diffuse, informa-
tionless, or locally-uniform prior distribution.
These terms are to be interpreted relative to
the spreaed of the likelihood function, which
depends on the sample size; a prior thet is
diffuse relative to a large sample may not be
diffuse relative to a smell one. If the prior
distribution is diffuse, the posterior distri-
bution can be easily approximated from the
agsumption of a strictly uniform prior distri-
bution. The latter assumption, known histori-
cally as Bayes' postulate (not to be confused
with Bayes' theorem), is regarded mainly as a
device that leads to good espproximations in
certain circumstances, although supporters of
"subjective probability rational" sometimes
regard it as more than that in their approach to
Bayesian inference. The uniform prior is also
useful for statistical reporting, since it leads
to posterior distributions from which the likeli-
hood is easily recovered and presents the results
in a form readily usable to any reader whose
prior distribution is diffuse.

Probabilistic Prediction

A dist'x;i'bution, prior or posterior, of the
parameter p of & Bernoulli process implies a
probabilistic prediction for any future sample
to be drawn from the process, assuming that the
stopping rule is given. For example, the
denominator in the right hand side of the Bayes'
formula for Bernoulli sampling (p. 3) cen be
interpreted as the probebility of obtaining the
particular sample actually observed, given the



prior distribution of '1‘; While a person's
subjective probebility distribution of ¥ can-
not be said to be "right" or "wrong," there are
better and worse subjective distributions, and
the test is predictive accuracy. Thus if Mr. A
end Mr. B each has a distribution for P, and
a new sample is then observed, we can calculate
the probability of the sample in the light of
each prior distribution. The ratio of these
probebilities, technically a marginal likelihood
ratio, measures the extent to which the data
favor A over B or vice-versa. This idea heas
important consequences for evalueting judgments
and selecting statistical models.

In connection with the previous paragraph
a separate point is worth making. The posterior
distributions of A and B are bound to grow
closer together as sample evidence piles up, so
long as neither of the priors was dogmatic. An
exampls of a dogmetic prior would be the opinion
that p 1is exactly .5.

Multivariate Inference and Nuisance Parsmeters

Thus far we have used one basic example,
inferences sbout & Bernoulli process. To
introduce some additional concepts, we now turn
to inferences about the mean p of g normal
distribution with unknown variance ¢~ . In this
case we be with a joint prior distribution
for | and . The likelihood function is now a
function of two varisbles, K and ¢“. An
inspection of the likelihood function will show
not only that the sequence of observations is
irrelevant to inference, but also that the
magnitudes are irrelevant except insofar as they
hslp determine the sample mesn X and variance
s<, which, along with the sample size n, are
the sufficient statistics of this example (see
SUFFICIENCY). The prior distribution combines
with the likelihood essentially as before ex-
cept that a double integration (or double
summation) is needed instead of a single inte-
gration (or summation). The resulf is a joint
posterior distribution of ¢ and .

If we are interested only in ff, then c2
is said to be a nuisance parameter. In principle
it is simple to deal with a nuisance parameter:
we "integrate it out" of the posterior distribu-
tion. In our example this means that we must
find the marginal distribution ofv i from the
joint posterior distribution of ¥ and g°.

Multivariate problems and nuisance para-
meters can always be dealt with by the approach
Just described. The integrations required may
demand heavy computation, but the task is
straightforward. A more difficult problem is
that of assessing multivariate prior distribu-
tions, and research is needed to find better
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techniques for overcoming the problems presented
by vagueness in such assessments.

Design of Experiments and Surveys

So far we have talked only sbout problems
of analysis of samples, without saying anything
about what kind of sample evidence, and how
much, should be sought. This kind of problem
is known as a problem of design. A formal
Bayesian solution of a design problem requires
that we look beyond the posterior distribution
to the ultimate decisions thaet will be made in
the light of this distribution: +the best
design depends on the purposes to be served by
collecting the data. Given the specific pur-
pose and the principle of meximization of
expected utility, it is possible to calculate
the expected utility of the best act for any
particular sample outcome. We can repeat this
for each possible sample outcome for a given
sample design. Next, we can weight each such
utility by the probability of the corresponding
outcome in the light of the prior distribution.
This gives an overall expected utility for any
proposed design. Finally, we pick the semple
design with the highest expected utility. For
two-action problems--e.g., deciding whether a
new medical treatment is better or worse than
a standard treatment--this procedure is in no
conflict with the traditionel approach of
selecting designs by comparing operating
characteristics, although it formalizes certain
things--prior probebilities and utilities--that
often are treated intuitively in the traditional
approach.

Comparison of Bayesian and Classical Inference

Certain common statistical practices are
subject to criticism either from the point of
view of Bayesian or of classical theory: for
example, estimation problems are frequently
regarded as tests of null hypotheses, and .05
or .0l significance levels are used inflexibly.
Bayesian and classical theory are in many
respects closer to each other then either is to
everydey practice. In comparing the two ap-
proaches, therefore, we shall confine the
discussion to the level of underlying theory.
In one sense the basic difference is the
acceptance of subjective probability judgment
as a formal component of Bayesian inference.
This does not mean that classical theorists
would disavow Jjudgment, only theat they would
apply it informelly after the "purely
statistical” analysis is finished: Judgment is
the "second span in the bridge of inference."
Bullding on subjective probability, Beyesien
theory is a unified theory, whereas classical
theory is diverse and ad hoc. In this sense




80

Bayesian theory is simpler. But in another
sense Beyesian theory is more complex because it
incorporates more into the formal analysis.
Consider a famous controversy of classical sta-
tistics, the problem of comparing the means of
two normel distributions with possibly unequal
and unknown variences (the so-called "Behrens-
Fisher" problem). Conceptually this problem
poses major difficulties for some classical
theories (not Fisher's fiducial inference; see
FIDUCIAL INFERENCE), but none for Bayesian theory.
In application, however, the Bayesian approach
faces the problem of assessing a prior distribu-
tion involving four random varisbles. Moreover,
there may be messy computational work after the
prior distribution has been assessed.

In many applications, however, a credible
interval emerging from the assumption of a
diffuse prior distribution is identical or
nearly identical to the corresponding confidence
interval. There is a difference of interpreta-
tion, illustrated in the opening two paregraphs
of this article, but in practice many people
interpret the classical result in the Bayesian
way. There often are numerical similarities
between the results of Bayesian and classical
analyses of the same data, but there can also be
substantial differences, for example, when the
prior distribution is non-diffuse and when a
genuine null hypothesis is to be tested.

Often it mey happen that the problem of
vagueness, discussed at some length above, makes
a formal Bayesian analysis seem unwise. In this
event Bayesian theory may still be of some value
in selecting a descriptive analysis or a clas-
sical technique that conforms well to the
general Bayesian epproach, and perhaps in modi-
fying the classical technique. For example,
meny of the classical developments in sample
surveys and analysis of experiments can be given
rough Bayesian interpretations when vagueness
about the likelihood (as opposed to prior
probabilities) prevents a full Bayesian analysis.
Moreover, even an abortive Bayesian enalysis may
contribute insight into a problem.

Bayesian inference has as yet received much
less theoretical study then has classical infer-
ence. It is hard at this writing to predict how
far Bayesian theory will lead in modification
and reinterpretation of classical theory.

Before a fully Bayesian replacement is available
there is certainly no need to discard those

classical techniques that seem roughly compati-
ble with the Bayesian approach; indeed, many
classical techniques are, under certain condi-
tions, good approximations to fully Bayesian
ones. In the meanwhile, the interaction between
the two approaches promises to lead to fruitful
developments in statistical inference, and the
Bayesian approach promises to illuminate a
number of problems--such as allowance for
selectivity--that are otherwise hard to cope
with.

A Few Suggestions for Further Reading

The first book-length development of
Bayesian inference, which emphasizes heavily
the decision~-theoretic foundations of the
subject, is Robert Schlaifer, Probebility and
Statistics for Business DecisiSEE’TTEETY%FE?—
McGraw-Hill Book Compeny, Inc., 1959). A more
technical development of the subject is given
by Howard Raiffa and Robert Schlaifer, Applied
Statistical Decision Theory (Boston: Division
of Research, Graduate School of Business
Administration, Harvaerd University, 1961). An
excellent short introduction with an extensive
bibliography is Leonard J. Savage, "Bayesian
Statistics," in Robert E. Machol and Paul Gray,
eds., Recent Developments in Information and
Decision Processes (New York: The Macmillan
Company, 1962). An interesting application of
Bayesian inference is given, along with a
penetrating discussion of underlying philosophy
and a comparison with the corresponding clas-
sical analysis, in Frederick Mosteller and
David L. Wallace, "Inference in an Authorship
Problem," Journal of the American Statistical
Association (Vol. 58, 1963), pp. 275-310. A
fuller description of this study will be found
in Mosteller and Wallace, Inference and
Disputed Authorship: the Federalist Papers.
(Reading, Massachusetts: Addison-Wesley
Publishing Company, Inc., in press.) This
study gives a specific example of how one might
cope with vagueness about the likelihood func-
tion. Another example is to be found in George
E. P. Box and George C. Tiao, "A Further Look
at Robustness via Bayes® Theorem," Biometrika
(Vol. 49, 1962), pp. 419-432, A thorough
development of Beyesien inference from the
viewpoint of "subjective probability rational"
is to be found in Harold Jeffreys, Theory of
Probebility (Oxford: Clarendon Press, 3rd
edition, 1961).
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Arthur Schleifer Jr., Dartmouth College

I should first like to congratulate Pro-
fessors Roberts and Tiao for their excellent
papers. Bayesian statistics owes a great debt
to expositors like Harry Roberts whose paper is
a clear, concise and well-balanced summary of
many difficult and controversial problems; and
George Tiao's paper, along with some of his
previous publications, should appeal even to
those who have not been attracted to Bayesian
statistics by idealogical arguments, for it
dramatically shows the power of the Bayesian
approach in handling departures from the ideal-
ized assumptions of classical statistics. Al-
though I am in basic agreement with almost every
point made by Professors Roberts and Tiao, I
shall devote this discussion to a difference of
opinion regarding emphasis which in no way
dampens my high regard for both papers.

In a session on Bayesian inference, I find
it a bit surprising that neither paper attempts
to distinguish formally between inference and
decision theory. I must confess a certain un-
easiness in trying to ascertain where the di-
viding line between these two areas lies, but I
think the task is worthwhile because it forces
us to consider what sorts of assessments of the
object of uncertainty are useful.

In particular I should like to question
the role in Bayesian inference of certain sum-
mary measures of posterior probability distri-
butions to which Professor Roberts makes refer-
ence--for example, Bayesian point estimates,
credible intervals, and the Bayesian analogue
of significance tests. I shall argue that
these measures either sacrifice experimental
information or fail to process that information
sufficiently, and that a tendency to summarize
experimental results in terms of these measures
can result in reports, such as one given in
Professor Tiao's paper, which fail to serve
the needs of the decision-maker as well as they
might. Professor Tiao's example was, I am sure,
intended to illustrate the application of a
technique, and not to indicate how inferences
should be made in the context of a real pro-
blem; but the possibility of misinterpretation
by the casual reader is very real, and it is
against this possible misinterpretation that
I wish to argue.

Problems to which Bayesian analysis is
applicable can be partitioned into an experi-
mental phase and a decision-making phase, the
output of the experimenter serving as input for
the decision maker. No matter how "purely
scientific" an experimenter may be, he must
recognize that the report of his experimental

results may some day be used in a decision con-
text. At the other end of the spectrum, a
rational decision maker, when acting under un-
certainty, must take account of whatever ob-
jective experimental evidence is available and
whatever subjective or informal evidence he may
have acquired elsewhere.

Given these two phases of problem analy-
sis, we may specify that the output of Bayesian
decision theory is a course of action, while
the output of Bayesian inference is a report
which serves as input for the decision-maker.
It is generally agreed that such a report
should summarize the experimental data and
process the data in the form most useful to the
decision-maker, but that under no circumstances
should the report sacrifice information.

The prescription for fulfilling these
goals depends on the gap between experimenter
and decision-maker. If the experimenter can-
not even anticipate the decision-maker's data-
generating model, then it is best simply to re-
port the raw experimental data. If the experi-
menter can specify a data-generating model, but
is unable to anticipate the decision-maker's
prior distribution and the economic conse-
quences of each possible course of action, then
the raw data, sufficient statistics, likelihood
function, or distribution posterior to a dif-
fuse prior will each convey all of the experi-
mental information. A strong case can be made
for choosing the posterior distribution as the
best summary of the experimental information:
it is easily combined via Bayes' theorem with
the decision-maker's prior distribution pro-
vided the latter can be expressed as a pseudo-
sample, and it may convey sufficient informa-
tion by itself to permit the decision-maker to
forego the sometimes painful process of assess-
ing his prior.

In this case any summary measures of the
reported posterior distribution run the risk
of losing information by preventing the de-
cision-maker from incorporating his own prior
information. By way of illustration, consider
Professor Tiao's example for the comparison of
two variances. The data happen to consist of
measurements made by an inexperienced analyst
Al and an experienced analyst A2 in performing

a chemical assay. As the man responsible for
making decisions about A_'s competence, I might
be very interested in a posterior probability
that V > 1 -- but not in the posterior proba-
bility that V > 1 given in Professor Tiao's
paper. I would certainly want my probability
to reflect what I already know of the relative
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abilities of A. and A_, of the amount of expe-
rience A, has already had, of my knowledge of
learning rates, etc., but the posterior proba-
bility that V > 1 given by Professor Tiao,
whether conditional on B or marginal, does not
permit me to incorporate this information.
What is really needed for my purpose is the
marginal distribution of V posterior to a dif-
fuse prior.

Having considered the case in which the
experimenter knows only the data-generating
model which the decision-maker will use, let us
turn to the case in which the experimenter, be-
fore conducting the experiment, possesses all
of the prior and economic information of the
decision-maker. In this case he may indeed
calculate the distribution of the decision
parameter posterior to both the experiment and
the decision-maker's prior distribution, and,
with knowledge of the economic structure of the
problem, may even obtain summary measures of
this distribution without sacrificing informa-
tion. But ] maintain that in this case a re-

port of such measures does not constitute suf-
ficient processing of the experimental data: a
report of the posterior expected utility of
each act is in keeping with our goal of proc-
essing the experimental results as far as is
possible without sacrificing relevant informa-
tion.

Summary measures of the posterior distri-
bution may be relevant when the experimenter
knows the prior distribution of the decision-
maker and the functional form of the utility
of each act with respect to the decision vari-
able, but does not know the parameters of these
functions. Such cases, however, are too rare
to justify these measures.

Surely these summary measures are important
because of their relation to the analogous
classical point estimates, confidence intervals,
and significance tests; they are also interest-
ing conceptually and useful in the teaching of
Bayesian inference and decision theory. But I
think that their importance among the tools of
the trade has been overemphasized.
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INTRODUCTORY REMARKS ON'PATENT OFFICE RESEARCH ON INFORMATION RETRIEVAL

Ezra Glaser, U. S. Patent Office

The four papers which comprise this
session present a unified description of
a research program undertaken by the U.S.
Patent Office on information search and
retrieval., There is an undeniable im-
portance to this topic, in its own right,
because it affects the work of the Patent
Office and many other scientific and
technical organizations, both public and
private.

Nevertheless, the inherent scope of
the meeting is broader than information
retrieval or the use of scientific docu-
mentation, You will observe, in the
papers that follow, that we are dealing
with the properties of large organiza-
tions and complex adjudication processes.
The present embodiment of the study is
the Patent Office and the work of the
patent examiner. Many of the same prob-
lems will occur in the regulatory and
benefit granting agencies of government
and in a substantial range of private or-
ganizations.

Mr. Spencer's presentation will give
the context in which the Patent Office
and the patent examiner must be observed.
You will note the exceptionally demanding
definition of literature search and the
imposing difficulty of the patent exam-
iner's job.

With this realistic statement of the
problem facing the Patent Office and its
personnel, you will be equipped to under-
stand the purpose and approach of the
paper by Dr. Bryant in which he con-
structs a general model of the examining
procedure. The proposed model provides a
framework for the analysis of the per-
formance of patent examiners. In addi-
tion, it provides the specifications for
reporting systems and experimental de-
signs for the gathering of data essential
to useful applications of the model. You
will note that Dr. Bryant's model has
already been fitted out with preliminary

data for a summary characterization of
the examining activity at the Patent
Office and to illustrate some of the
kinds of analysis which become possible
with this approach.

Donald King addresses himself to some
of the technical problems in experimental
design which arose in the course of this
work. He will present some early experi-
mental results.

Dr. Cornog, in the final paper in
this session, will discuss the particular
aspects of the research problem that re-
quired her services as an experimental
psychologist., 1In particular, the experi-
mentation involved the observation of
highly trained and extremely sophistica-
ted personnel, who could not help but be
aware of the implications of the experi-
ments and studies of which they were
subjects.
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PATENT EXAMINATION AND THE NEED FOR RESEARCH

Richard A. Spencer, U. S. Patent Office

The patent system, as it exists to-
day, is designed to implement the pro-
vision of the Constitution that empowers
Congress "to promote the progress of
science and the useful arts, by securing
for limited times to authors and inven-
tors the exclusive right to their re-
spective writings and discoveries." The
philosophy of granting monopoly rights
as a means of fostering progress and
providing an incentive to invent and
disseminate new knowledge was inherited
from the English common law. Without
question the patent system has contri-
buted profoundly to the growth of our
country and our present way of life,

Throughout our history various laws
have been passed by Congress to carry
out the patent provision of the Consti-
tution. Although these laws have dif-
fered there are certain unifying princi-
ples. The granting of a patent has been
made a matter of right. An inventor who
complies with the provisions of the
statutes must be granted a patent; it is
not a discretlonary matter with the
Patent Office. Therefore, the Office
must make a determination, in each case,
as to whether or not the applicable
statutory provisions have been complied
with., This involves many technical and
legal considerations on the part of the
patent examiners who constitute the
heart of the Patent Office.

Of prime importance 1s the determin-
ation of whether or not a patentable in-
vention has been made., The law provides
that a patent may be obtained for any
new and useful process, machine, manu-
facture, or composition of matter, or
any new and useful improvement thereof.
Thus the invention must be new and the
law provides that a person 1s not enti-
tled to a patent if the invention was
patented or described in a printed pub-
lication in this or a foreign country
before his invention thereof or more
than one year prior to his application
for patent. This imposes a staggering
searching burden on the examiner for a
description of the invention anywhere in
the literature in any language can pre-
clude the granting of a patent. The
problem is further complicated by the
fact that a patent may not be obtained
even though the invention is not identi-
cally described in the prior literature

if the differences between the subject
matter of the invention and the prior
art are such that the subject matter as
a whole would have been obvious to a
person having ordinary skill in the
field to which it pertains. In effect
an Inventor is charged with full know-
ledge of every pertinent publication.
Patents are not granted for normal devel-
opments in a field - there must be, as
some have termed it, a flash of genlus,

In order to obtain a patent an in-
ventor must file an application. This
is typically done through a patent at-
torney. The application must include
(a) a written description of the inven-
tion in such full, clear, concise and
exact terms as will enable any one
skilled in the field to which it per-
tains to make and use the invention, (b)
one or more claims particularly pointing
out and distinctly claiming the subject
matter which the applicant considers to
be his invention and (c¢) where appro-
priate, a drawing of the invention. The
claims define the scope of the patent
protection the inventor is seeking and
generally there will be a number of
claims; some claiming the invention
broadly and others claiming it more spe-
cifically.

At the present time we are recelving
more than 80,000 applications a year.
When an application 1s received it 1s
checked for completeness, glven a filing
date and serial number and assigned to
an examiner. The examining corps is or-
ganized into four operations; chemical,
electrical, mechanical and general en-
gineering. Each operation is divided
into groups which are responsible for
more speclalized portions of these broad
technical areas. In each group examiners
are assigned even more speclallized areas
of technology. Thus, for example, one
examiner might only deal with steroid
chemistry and another might only deal
wlth znalog to digltal converters. The
subject matter for which he is respon-
sible 1s called the examiner's art. In
fields where there 1s sufficient activity
several examiners might be assigned the
same art. The assignment of a new appli-
cation to an examiner is governed by the
subject matter of the invention. By the
very nature of invention applications do
not always it neatly into preconceilved
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pigeon holes and such applications will
be assigned to the examiner having the
art to which it most nearly pertains.

Sometime after receipt and assign-
ment of the application the examiner
willl take it up for conslderation. He
must read ahd thoroughly understand the
description and claims. He determines
the scope of the search which frequently
will extend beyond his art. He searches
the patents and other documents that are
classified in his art and any others
that are pertinent to find the most
closely related documents. He develops
a position with respect to each claim.
His search may be generic or specific
and includes a search for equivalent
disclosures and disclosures that can be
combined to meet the claims. Obviously
the broader the claim the more likely
that the search will produce an antici-
patory reference. Then he writes an
"office action" in which he clearly
states his position with respect to each
claim; either rejection or allowance.
When a rejection of a claim 1s based on
prior art, the examiner must distinctly
point out how he has appllied the prior
art to the claim. The office action
will also include a discussion of the
statutes, court decisions and formal re-
quirements that are germane to the case.

A copy of the office action 1s for-
warded to the applicant who, under nor-
mal circumstances, has six months to
reply. The typical reply will agree
with the examiner in part and disagree
in part, arguments wlll be pressed as to
why certain claims should be allowed and
the application will be amended by clar-
ifying portions of the description and
deleting, modifying or adding claims.,

The case now 1s categorized as an
amended application and is taken up in
due course for further consideration by
the examiner. The examiner considers
the arguments of the applicant and the
amendments and may conduct a further
search of the prior art before preparing
another office action. Agaln the appli-
cant must reply in six months which may
be followed by additional office actions
and replies.

Through this process the examiner
and applicant, or his attorney, nego-
tiate until a resolution of the case 1is
arrived at. This resolution can take
several forms; the applicant may abandon
his attempt to obtaln a patent, or he
may put it in a conditlion where the
examiner allows all remaining claims and
i1ssues a patent or the two parties may

reach an impasse. In this latter case
there will normally be some claims that
are allowed and some that the examiner
1s not willing to allow. The examiner
makes a final rejection of the claims he
1s not willing to allow and the appli-
cant may then appeal to our Board of
Appeals., No new 1issues can be raised on
appeal and the Board will render its de-
cision, based on the record, affirming,
modifying or reversing the position of
the examiner. The Board of Appeals is
the final adjudicating authority in the
Patent Office on matters going to the
merits of the application. If, after
appeal, the applicant still disagrees
with the position of the 'Patent Office,
he can appeal to the courts. Of course
the final court decision, which may be
one by the Supreme Court, is binding on
both parties.

In processing applications many
other problems arise and procedures
exist for handling them, As an example
it 1s not uncommon to have two or more
applications which claim essentially the
same subJect matter., As technology pro-
gresses 1t 1s to be expected that the
same solution to problems in a field
will be arrived at independently by two
or more people. In such cases, if
claims are found patentable, the Patent
Office institutes an Interference Pro-
ceeding and a Board of Interference
Examiners determines priority based upon
evidence given by the parties as to
actual dates of invention, reduction to
practice, etc. Again a decision by the
Office can be appealed to the courts.
Thus an application can be shunted along
many different paths before a final dis-
position is made of the case.

The laws charge the Patent Office
with maintaining a system which most
will agree 1s one of the foundations of
our economy. In view of this alone, it
behooves us from time to time to consid-
er how well we are performing our func-
tion. Unfortunately, in looking into
our performance, we are forced to con-
clude that we can not be satisfied. We
are in the midst of a crisis and the
system is in jeopardy. Advancing tech-
nology has created problems which, 1f
not solved, may well force abandonment
of the system as we know 1t.

In the early days the Office had
only a handful of examiners. It has
been stated that it was not at all un-
usual then for an examiner to wait around
for an application to come in so he would
have something to do. Today we have more



than 1000 examiners and over 200,000 ap-
plications pending in the Office. Every
examiner is deluged with a backlog of
work and, in many arts, applications are
not taken up for consideration until al-
most two years after filing or amendment.
On the average 1t now takes more than
three years to arrive at a final dispos-
ition of an application and it 1s not
unusual for ten years to elapse between
the date of filing and final disposition.
The adverse effects of such delays are
many; not the least significant of which
are the denial of the proper protection
of the patent laws to the inventor and
the withholding from the public of new
knowledge for an undo length of time,
The dissemination of new knowledge 1s
the quid pro quo on which the granting
of the seventeen year patent monopoly is
based. There are many causes of this
backlog such as the increasing complex-
1ty of technology, the increasing volume
of prior art that must be searched in
each case. The net effect which causes
us considerable concern 1s that the rate
of disposals has been steadily decreas-
ing - in the mid thirties the average
examlner disposed of 160 cases per year;
today his disposal rate 1s 80 cases per
year,

When we look at the quality of our:
performance we are equally disturbed.
Every 1ssued patent is presumed to be
valld and most are never challenged.
However, a certain number are challenged
in the courts - normally when someone
other than the patent holder produces
the item and is sued for infringement by
the patent holder. In such cases, the
percentage of patents held invalid, be-
cause of prior art brought forth by the
alleged infringer, which the examiner
apparently did not consider, has been
increasing at an alarming rate. Ad-
mittedly patents and other 1ssues do not
usually get to the stage of court 1liti-
gation unless there 1s a reasonable
difference of opinion between reasonably
competent groups of attorneys. However,
our concern over our quality of per-
formance is further strengthened as a
result of recently instituted quality
control procedures. Quality control of
an operation such as patent examination
1s, at best, extremely difficult but we
have attempted to set up means for
rating the quality of performance on
cases that have gone to final disposi-
tion. The review and rating of cases 1s
done by our most highly skilled examin-
ers and the factors rated extend from
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routine records and housekeeping detail
to fundamental points such as the proper
application of legal decisions and prior
art to the claims. A sample of cases
was drawn and rated to determine the
existing quality level for one of the
operations. The results showed that, in
a substantial percentage of the cases, at
least one office action was defective
enough as to raise doubts regarding the
vallidity of the patent that subsequently
issued. Unfortunately we have no true
measure of quality in the past but, even
if we had, we could not be satisfied
with the present apparent level.

The problems of productivity have
been with us for some time. The prob-
lems of quality are just now emerging.
In the past productivity problems have,
in general, been attacked by adding to
the examining corps. This may have
helped to keep the backlog from rising
to even higher levels than it is today
but it has not solved the problem. Much
of the advantage that seemed inherent in
expanding the examining corps proved to
be 11lusoéry because of higher attrition,
the need for training and the lowering
of the average experlence level.

It has been evident for some time
that more drastic measures are necessary
1f we are to preserve the examining
system as it exists today. Obviously,
things can be done within the present
framework of operations to improve our
effectiveness and our present Commis-
sioner has been conducting a dynamic pro-
gram to wring the utmost from our current
methods of conducting business. A com-
plete reorganization of the Office has
been implemented, more authority has
been given to examiners of proven merit,
compact prosecution practices have been
introducted which are designed to reduce
the number of office actions and appli-
cant replies per application, quality
and quantity norms are being established
and a promotion policy based essentially
on performance rather than seniority has
been introduced. These steps have had
and will have substantial effects on our
productivity and quality but they can
not, in themselves, solve the overall
problem. The crux of our problem 1s the
exponential proliferation of technical
literature,

Any one, today, in any technical
field can not help but be effected by
the avalanche of technical literature.
One can minimize this problem by in-
creasing the specialization of his area
of interest. One who does this can
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rightfully say there is no information
problem - if he is faced with a problem
he can call one to a half dozen or so
scientists who are working in his spec-
jalized field and quickly determine if
there is a solution. Unfortunately the
patent examiner can not do this. He is
constantly faced with the problem of
someone who claims he has found a unique
solution to a problem. Much of the
function of the examiner is a determin-
atlion of whether the claimed unique sol-
ution 1s in fact new or whether it is
anticipated by the prior art.

In theory, at least, the totality of
the world's literature is subject to
being searched for each application, for
an anticipation may be found in many
obscure places. Further nothing ever
becomes too 0ld to be of potential in-
terest. Citations of patents more than
100 years o0ld are not uncommon and the
01d Testament has even been cilted to re-
Ject claims. In practice, of course, we
can not search everything. We do, how-
ever, malntaln a technical file of over
3 million U. S. patents, more than 5
million foreign patents and uncounted
books, Journals, periodicals, etc. This
file 1s constantly increasing in size
and we are slowly being burled under the
avalanche.

The problem of dealing with large
amounts of technical information is not
new; we have been living with it for
many years. In order to deal with it we
have devised a classification system
which 1s probably the most sophisticated
in the world. We have, at present, over
300 classes subdivided into some 62,000
subclasses into which documents are
classified. A subclass may contain from
a few to several thousand patents. There
1s a need for constant reclassification
as technology develops and additional
documents are added. For many years
this system worked well in directing the
examiner to a subset of documents which
contained the most pertinent references.
However with the growth in magnitude of
the total file and the necessity of finer
and finer dlstinctions in classification
it 1s becoming less and less effective.
We are facing a losing battle in trying
to maintain a classification system for
manual search of documents. Continued
subdivision of files can in many cases
only force the examiner to search in more
subclasses - for the claimed concept may
overlap many subclasses. Documents
characteristically contain information
about many things; equivalent or

analogous disclosures can exist in seem-
ingly unrelated fields; two or more docu-
ments can be combined to anticipate an
idea. For example claims drawn to as
simple a device as the poppet beads worn
by many women were searched in 15 sub-
classes covering such diverse arts as
Ornamentation; Education and Amusement
Devices; and Chain, Staple and Horse Shoe
Making.

As the store of information grows,
the time required to conduct a proper
search grows desplte anything that can
be done through classification. Coupled
with the growing search load there have
been continual pressures to maintain or
increase production because of the back-
log and delays. In such a situation
something has to give. It is character-
istic of the system that the individual
examiners can control production within
wide limits by the time they devote to
each case, We are concerned that the
system is giving in the area of quality.
If quality is suffering we are doing a
disservice to the inventor and to the
public which can cause substantial econ-
omlic effects.

In view of the importance of the
search aspects of examination and the
fact that searching has been estimated
to occupy the major portion of an exam-
iner's time, it is evident that something
must be done to make the searching time
more effective and to minimize the nec-
essity of examiners looking at numerous
documents that have no bearing on the
issue in question. Ideally the examiner
should be able to quickly identify the
documents which should be considered in
order to properly develop his position
with respect to the application at hand.

This need has been recognized for
some time. In the late 40'sa pilot pro-
Ject was undertaken to see if the advan-
tages of automation could be brought to
bear on the search problem. A group of
chemical patents was selected and anal-
yzed in detall to identify each bit of
disclosed information that would be of
potential interest to an examiner. Tech-
niques for coding different kinds of in-
formation were developed and a card file
containing these codes was established.
Machine searches of typical examiner
inquiries, using a simple sorting machine
were demonstrated. This small project
definitely showed the feasibility of
mechanized searching as an aid to the
examiner. By asking a question in code
form he could quickly identify a small
subset of patents which contained the
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Por many reasons further effort was
not conducted along this line until 1955.
At that time a group was set up to again
Investigate the use of mechanization for
searching. This group subsequently be-
came the Office of Research and Develop-
ment. Arrangements were made to conduct
research Jointly with the Natlonal Bureau
of Standards because of its outstanding
competence in computers and automation.
That arrangement continues to this day.

Two courses of research have been
followed. One took the path of the
earlier project and was directed to the
development of coding means for selected
arts. The other was directed toward
more basic research problems which have
to be solved if the benefits of mechan-
ization are to be extended to all the
arts and all the search problems., It
became evident at an early stage that
existing technology would only permit
extraction and coding of well organized
and identifiable concepts in documents;
for example the structure of a chemical
compound. However documents are full of
unorganized, vague and ambiguous con-
cepts as well as those that only convey
the intended meaning when read in con-
text. So 1t was apparent that basic
research had to be conducted in lin-
gulstics, self organizing and adaptive
systems, machline analysis of documents,
automatic derivation of concepts and the
relationships between concepts in con-
text, etec. A large part of our research
In these areas 1s done jointly with the
National Bureau of Standards. We feel
that the eventual solution can only be
achieved through basic research in the
fundamental problems of information
storage, manipulation and retrieval, but
any further discussion of this would not
be germane to this session.

The efforts along the pioneering path
established in the earlier project were
designed to give more immedlate assis-
tance to the examiners than could be ex-
pected from the basic research. In view
of the inherent organization of certailn
aspects of chemical information most of
these projects have been directed to
varlious chemical arts. Arts in which
the examiner's search is directed toward
the structure of a compound were identi-
fied and methods for analyzing and coding
the documents in the appropriate sub-
classes were developed. The first such
system to be put on an operational basis
was for the fleld of steroid chemistry.
Steroid compounds are all related
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through having a common structural
nucleus. They differ from one another
by the elements or functional chemical
groups that are attached to this nucleus.
The coding system is specifically linked
to these features of steroids and is,
therefore, not applicable to compounds
in general. A more generalized coding
scheme was then developed and applied to
a group of patents in the organo phos-
phorus art. Later an even more generally
applicable system was developed and ap-
plied to the organo metallic art. This
latter system is the most recent to
be put on an operational basis in the
Office. Some work has also been done in
fields other than chemistry.

In the organo-metallic system, as in
the other chemical systems, the analysis
and coding is directed to compounds only.
Each patent is analyzed by a skilled
chemist who determines the structure of
each compound disclosed or implied. Each
structure is decomposed into fragments
which may be single elements or groups
of elements and which are generally ac-
cepted by chemists as bullding blocks of
compounds. The coding consists essen-
tially of recording the fragments that
are connected to each other and descrip-
tive information about these fragments.
It Includes specific and generic infor-
mation. This information is transferred
to punched cards for searching with a
multi-column sorter. For searching, the
examiner specifles what fragments he
wants connected together and what de-
scriptive characteristics the fragments
must have. The search produces a print
out of the appropriate patent numbers.

If there is an answer to his question it
should be contained in this set of
patents. However patents that do not
satisfy his purpose may also be retrieved
For example, if an examiner wants frag-
ments A, B, and C connected in sequence
he can only ask for A connected to B and
B connected to C. The search will re-
trieve, in addition to patents having

the A,B,C connection, patents disclosing
the A,B connection in one compound and
the B,C connection in another compound
and also patents disclosing a compound
having two B fragments, one of which is
connected to an A and the other to a C.
So the examiner must still carefully
review the retrieved patents to determine
pertinency.

We now have over 12,000 documents in
our various mechanized files. Similar

systems could undoubtedly be derived for
other arts, particularly chemlcal. There
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has been good acceptance on the part of
most examiners associated with these
mechanized systems. There are drawbacks
such as the fact that a search for a
chemical process can only be conducted
by searching for compounds that might
have been made by similar processes.
Despite the drawbacks, some are of the
opinion that more effort should be d4i-
rected to setting up such files. How-
ever, we are not content to proceed on
the basis of opinions. We feel it 1is
essential that we properly evaluate such
systems before embarking on an extensive
program of applying these techniques to
other arts. Every mechanized file repre-
sents a capital investment - our direct
labor costs for analysis have variled
from $5 to over $100 per patent. Since
we can not now code everything that is
in a document, we must also continue the
classification effort. Is the capital
Investment Jjustifled? Can we gain bene-~
fits in increased production or better
quality? We know that after the intro-
duction of the steroid system productiv-
ity rose markedly but it has since de-
clined to levels comparable to the pre-

mechanization days. How long can we
expect a mechanized file to operate
effectively? Technical developments
necessitated a revision in the steroid
coding which effected some of the patents
previously coded. It seems that the more
specific a coding system is the more
susceptible the file is to becoming ob-
solete as a result of developments. Un-
fortunately the difficulty and cost of
analysis increases as the coding systems
become more general. What 1s the optimum
balance? With human analysis there are
human errors. What effect does this have
on retrieval? What accuracy or consis-
tency of analysis can we expect or re-
quire? What 1s the effect of retrieving
false answers? Do they obscure the true
answers? These and many other similar
questions, we feel, must be answered
before we will know best how to proceed.
A large part of our current program is
directed towards experiments and tests
which are designed to answer such ques-
tions. Some of the work that has been
done in this area will be discussed in
the subsequent papers.
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A STOCHASTIC MODEL FOR THE PATENT EXAMINING PROCESS*

Edward C. Bryant, Westat Research Analysts, Inc,

A. Introduction

The United States Patent Office is a
complex operating system in which patent
applications are received and processed
according to striet rules of practice,
The heart of the examining process 1s the
patent examiner, While his primary func-
tion 1s that of ruling on admissibility
of patent claims, the importance of his
communication with the applicant in nar-
rowing and molding the scope of claims
cannot be ignored. The two-way communi-
cation between examiner and applicant
(usually through the applicant's attorney)
i1s accomplished in an environment of laws
rules, operating procedures, boards,
other examiners, clerical operations and
files, and these all taken together con-
stitute the patent examining system,

Rulings of the examiner are based up-
on his knowledge of the art within which
he 1s working, augmented by references he
finds in the files, so that his ability
to extract pertinent information from the
files 1s one of the keys to successful
operation of the system, and constitutes
the search which he is required by law to
make, The complexity of the search has
led to interest in Information storage
and retrieval, the establishment of the
Research and Development Office, and the
initiation of research now 1ln progress,

It is worth noting, however, that
the storage and retrieval of information
is only a part (admlttedly an important
one) of the entire system., Improvements
in this activity willl be reflected in the
operation of other components of the sys-
tem, Thus it 1s important to understand
the operation of the entire system in
order to evaluate and possibly to make
conditional predictions as to the effect
of changes in any of the components, One
approach to describing the entire system
1s to develop a mathematical model of it,
Such a model must be "stochastie", in the
¥The research leading to this paper was
done under contract to the U, S. Patent
Office with the cooperation and assist-
ance of the staff of the Office of Re-
search and Development, Data presented
here were collected by Patent Office chem-
ical analysts under the direction of Mr,
Lelbowltz of the Office of Research and
Development.

sense that one cannot predict with cer-
tainty the length of time required to
perform any of the examining functions,
nor whether the claims of the application
will be denied, approved, or modified.
However, all of the operations of the
system might be well described by proba-
bility distributions so that, even though
one cannot describe the course of a par-
ticular application with precision, he
can, nevertheless, treat with consider-
able accuracy the behavior of the system
under a large input of applications,

If successfully constructed, a sto-
chastic model of the Patent Office should:
1. Serve as a basis for understanding
the structure of the system, 2, Reveal
where there is potential for major gains
in efficiency. 3. Show the effect of
proposed changes in one component on
other components of the system due to in-
terdependence of the process elements,

4, Indicate the direction of needed ex-
perimentation., 5. Tie together the pieces
of the research program,

B. Construction of the Transition Model

It will be convenlent to think of the
system as composed of stations and activ-
itles which are performed at the stations,
The stations represent locations at which
functions related to a patent application
take place, The application does not
always pass from station to station, but
the responsibility for the next actidn
does, For example, the application is
not physically returned to the applicant
for amendment, but the examiner!s action
on the application 1s sent and this shifts
the responsibility for the next action to
the applicant,

A simplified flow dlagram for actions
related to patent examinations is glven
in Figure 1, Note that the "examiner"
station 1s actually a collection of sta=-
tions (examiners, divisions, groups or
operations) and the "applicant" station
can be similarly subdivided. The degree
to which these stations will be subdivided
will depend on the use to be made of the
model, Once an application has been as-
signed and examined 1t 1s presumed that
211 future examiner actions are accom-
plished within the same examining organi-
zation (division or group). There may be
exceptions, of course, but their impor-
tance wlill be determined in the process of
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collecting data for the parameters of the
model,

When the application 1s recelved it
is given a filing date (an important step
with regard to patent rights) and is mi-
crofilmed, Certain other preliminary
things are done to 1t and it 1is assigned
to an examining division. Any controver-
sy over what division should handle the
application is settled by the Classifica-
tion Division. Upon reaching an examin-
ing division it must awalt its turn among
all original applications., That is, it
must go to the end of the "queue" unless
priority is given to it by the Commis-~
sloner of Patents., It should be noted
that there are separate queues for ini-
tial applications and amended applica-
tions and no fixed rules for determining
which of the two shall be given prefer-
ence,

After examining the application the
examiner may "allow" all or part of the
claims or "reject" them., If the claims
are allowed, a notice of allowance 1s
sent to the applicant and, upon receipt
of a fee by the Patent Office and comple-
tion of other mechanical detaills, the
patent is issued, It is printed and
coples are placed in the files as well as
made avallable for sale,

If the claims are rejJected the appli-
cant 1s so notifled and the basis for the
rejection 1s gilven in the examiner's ac-
tion, The applicant has a fixed time
period within which to amend the applica-
tion, otherwise it goes to the abandoned
file, Assuming that he amends his claims,
his amended application is placed at the
end of the examinerfs queue of amendments
2nd 1s acted on after everything ahead of
it (unless priority is given),

(il

Preliminary| Abandoned ommissioner

sFrocedures File Office —
4

Interference

Applicant Examiner Examiners |«
\
Plassifica=- Appeals |
tion Allowance Board
Law

Courts Issues Examiner |«

Figure 1, Flow diagram for actions in patent examinations.



After a second rejection the appli-
cant may appeal to the Board of Appeals,
he may abandon the application, or he may
amend 1t agaln, Ultimately, every appli-
cation is either abandoned or issued (in
case any part of it 1s allowed), but ac-
tions on some applications follow a cir-
cultous route before final disposition,

When an application is Judged allow=-
able by the examiner it is his responsi-
bility to effect an "interference search"
to determine ywhether there are other ap-
plications in process or recently issued
patents whose claims are so simllar as to
raise questions concerning priority of
Invention, If, in the examiner'!s Judge-
ment, there are such possible interfer-
ences he will take the necessary action
to set up "interference proceedings" in
an effort to determine priority of inven-
tion. He may notify the law examiner who
asks all parties except the one with
earliest filing date for affidavits re-
lating to evidence of date of invention.
If, in the law examiner's opinion, there
are still grounds for controversy the
patent examiner holds an interference
hearing to try to decide the matter., The
examiner may also take actlon directly
with the partles, suggesting the wording
of claims so that there is no doubt that
the same invention 1s belng claimed, He
may hold hearings with the patrties, but
1f the issue cannot be resolved by him,
an interference is formally declared, and
the case goes to the interference examin-
ers who make the final decislon for the
Patent Office. Appeal from thls action
can be taken only through the courts,

The function of the Appeals Board 1is
to determine patentabllity controversies
which arise between applicant and exam-
iner., Again, its decision 1s final with
respect to the Patent Offlice, and re-
course 1s only through the courts,

Another action which may be taken 1s
for the applicant to petition the Commis-
sioner of Patents for reconsideration of
an action by an examiner,

This brief outline of the examining
process is vastly oversimplified, It is
not intended to be comprehensive, but
slmply to indicate that there is a flow
of actions through a network of stations,
at each of which some time 1s required to
service the application and at most of
which there is a queue awalting service.
Since the flow of actions can be described
in terms of probabllities, the system is
called "stochastic" and it should be pos=-
slble to construct a mathematical model
of 1it.
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One has a great deal of flexibility
in choosing the amount of detall to be
specified by the model, For example, one
might wish to consider a model consisting
only of applicant, examiner, issue and
abandonment stations. Or he might re-
strict his attention to the examining pro-
cess for chemical patents, Here it should
be noted that the examining system is, in
fact, a collection of subsystems, one for
each grouping of the arts. They are tied
together at certain common statlions
through which all may pass, such as 1lssue,
abandonment, appeal, classification, and
so forth, Thus it 1s possible to aggre-
gate arts in any manner which is meaning-
ful with regard to the problem under in-
vestigation, The model which is contem-
plated here 1s general enough that 1t can
encompass any of the specialized models
which may be needed.

We first consider a transition model
which attaches probabilities to the pas-
sage of actions from one station to
another, It is independent of time and
hence has serious limitations., A time-
related model will be presented later.

For any particular form of the model
we will assume a set of stations Sy, 1 =
l, 2, eeey N, with probabilities govern-
ing the passage of an actlon from Sy to
S4. These probabilities are called "tran-
sition probabilities" and a matrix of
such probabilities is called a "transi-
tion matrix",., An illustration 1s given
In Figure 2. Since the entries are prob-
abilities we have 0 € p,, < 1 for all 1
and j. Also, 1t is cleat that §p1 =
1l for all 1., A matrix exhibiting thege
properties is called a "stochastic matrid
In case pg44 = 1 we say that state Sy is
an "absorbing state". That is, once the
application has reached thls state it
will remain there.

We will consider here only the class
of stochastic matrices having a finite
number of entrles, although for certaln
applications a system with infinitely
many states may prove helpful,

In the Patent Office model the prob-
abllity that action on an application will
pass from S4 to S3 1s dependent on the
history of the document prior to its ar-
rival at Si. Thus the model does not ex-
hiblt the independence property of a
Markov chain, However, 1t is possible to
construct a matrix of transition prob-
abilitlies with the Markov property by
adding stations., For example, we can let

Sl = gource of the original applica-

tion
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Present Next Station

station Sl Sa ooeo SJ seoeo Sn
Sl pll 'P]_2 Py Dl'j cee pln
32 Poy Po2 oo Po 3 oo Poy
Si pil p12 oo 'pi:’ XYy pin
sn pnl pnz oo an eoe pnn

Figure 2, Transition probabilitles governing passage of actions through the system,

Sp = original examination by the ex-

aminer

S3 = first amendment by applicant

Sy = review of first amendment by ex-

aminer

S5 = second amendment by applicant
and so forth.

To avoid an infinite set of states we
can choose some arbitrarily large value
representing the maximum number of times
a document will be amended and require
that the application either be abandoned
or go to appeal at that point. A reason-
able value can be determined by survey,
and little damage will be done to the
model by imposing this kind of restric-
tion,

C. Mathematical Notes on the Transition
Model.,

Conslider a system in which there are
absorbing states Ay; A, eees Ap, and
non-absorbing states Ty, T, eees Tgeo
The total number of states is then r + 8
= n, The stochastic matrix of transition
probabilities P = ”p““ may be parti-
tioned as follows:

I 0

P =
R Q

where I is the r x r identity matrix re-
presenting the absorbing states, R is an
8 x r matrix of probabilities of transi-
tion from nonabsorbing to absorbing
states, Q is an s x 8 matrix of probabill-
1tles of transition from nonabsorbing to
nonabsorbing states, and O 1s an r x s
matrix of zeros, We assume that states
can be chosen in such a way that the tran-
sition probabilities are dependent only
on the state i, so that the stochastic
matrix 1s a representation of a Markov
chain with absorbing states., Ways of
selecting states so as to achleve this re-
sult are discussed in the following sec-
tion,

Let p{) be an entry of the matrix
found by multiplying the matr ms by it-
self m times.  That is P" = ||p4} rLL .

The entires p represent the probabili-
ties of transiéion from state 1 to state
J in exactly m steps. Consider the powers
of the partitioned matrix, P,

- -
Irxr ‘ 0

(x

2
sxs T QR ‘ v




In general,
Iosr (0
P

(IoxstHQ% 4.0 4@ 1)R I Qm

If for each transition stat?k} there
exists an Integer k such that p
where J is an absorbing state, will
converge to th null matrix and (I + Q +
QR + ... + QO i will converge to thi 1np
verse* (I - Q)~1, The matrix (I-Q)~
called the "fundamental matrix" of the
Markov chain,

Consider a nonabsorbing state 1 and
an absorbing state J. ILet q4; denote an
entry of the matrix Q and rj4 denote an
entry of the matrix R. Then the probabil-
ity of transition from i1_to J in one step
is ry4, iix two steps is £a4yTry, 4, in three
steps 1s mEqiqumrm s so forth, Thee
are seen to be the entries of the matrices
R, QR and Q°R. Thus, the partitioned
form of p™, above, shows that the prob-
ability of ultimate transition from 1 to
J can be found by the entries of the ma-
trix B, where

B= (I-q)!r,

Hence, one can readlily determine probabil-
ity of absorption in any absorbing state
from any nonabsorbing state.,*#*

Also, the expected number-of times of
being in state k (a nonabsorbing state),
starting from state 1. (another nonabsorb-
ing state), 1s the ik'® entry of (I-Q) .
We are primarily interested in the first
row of the inverse which shows the ex-
pected number of times a patent applica-
tion will be in each state, starting from
its receipt by the Patent Office., By
adding together the entries for all exam-
iner actions we can determine the expect-
ed number of examiner actions required.

*#David Rosenblatt, "On dinear models and
the graphs of Minkowski-Leontief matrices",
Econometrica, Vol. 25, No., 2, April, 1957,
PP. 325-23, shows that the inverse will
exlst for substochastlic matrices Q if
such Q contain no stochastic closed cy-
clic nets.

#%¥These results may all be found in Kem-
eny and -Snell, Finite Markov Chains, D.
Van Nostrand Co,, Inc., Princeton, 1960,
Chapter III,
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D, Illustration of the Transition Model
with Actual Data from the Patent Office.
The data. A random sample of 500

cases relating to chemical patents was
drawn from those on which action had been
completed in 1962, The sample was allo-
cated proportionately between abandoned
and allowed cases so that results could
be combined without weighting. The study
was restricted to chemlcal patents because
the Chemical Operation* was the only one
of the four Patent Office examining oper-
ations which had been reorganized at the
time the sample was drawn., Also, other
research was in progress in the Chemical
Operation which made it possible to use
the sample for multiple purposes.,

Each case is represented by a file
containing the original application, the
examiners! actions, amendments to the
application, notices of appeals, briefs,
argunments, and all ancillary papers as-
soclated with the process of obtaining
(or being denied) a patent, All papers
are dated so that elapsed time from one
step to another can be computed. Examin-
ation of the sequence of actions identi-
fies the "states" which must be consider-
ed in the stochastic matrix of transition
probabilities,

The data collection forms, as well as
a discussion of the various contemplated
models, have been presented in an infor-
mal report** to the Patent Office and will
not be reproduced here, It is sufficient
to say that the required data were ex-
tracted from the files by trained chemi-
cal analysts in the Office of Research and
Development, and were then punched on IBM
cards for flexibility in analysis.

The states and transition probabili-
ties.***

#The word "Operation" refers to a major
grouping of the arts for administration
purposes.

*#Bryant, E, C., "On stochastic models of
the Patent Office examining system," WRA
PO 8, April, 1963, Office of Research and
Development, United States Patent Office.
*###A1]1 of the numerical data in this paper
must be considered to be preliminary,
since the limited time avallable for the
preparation of this paper has made it
necessary to use data which have not been
checked.
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The preliminary model contains the fol-
lowlng states:

000 - original application

001 - first amendment prior to final
rejection

002 - second amendment prior to final
rejection, etec.

010 - first amendment after final re-
Jection

011 - second amendment after final
rejectlon, etec,

021 - first amendment after notice of
appeal

022 - second amendment after notice
of appeal, etc,

100 - examlner actlon on original ap-
plication

101 « examiner action in first amend-
ment, ete,

111 - examiner action on first amend-
ment after final rejection

112 - examiner action on second amend-
ment after final rejection, etc,

312 - amendment after allowance

313 = request for amendment after al-
lowance denled

320 - certificate of correction (af-
ter issue)

401 - first examiner amendment

402 - second examiner amendment

411 - first examiner amendment after
final rejection

112 - second examiner amendment after
final rejection

500 -~ final rejectlon after original
application (can only occur when applica-
tion is a continuation in part of a pre-
vious action)

501 - final rejection after first
amendment, ete.

700 = notice of appeal

70l - appealed case settled by exam-
iner

702 - appealed case decided by Board
of Appeals

703 - appealed case decided by Board,
with subsequent action by examiner (on
amended claims)

751 - Interference proceedings

752 -~ interference case settled by
examiner

753 - interference case settled by
Board of Interference Examiners

754 - interference case settled by
Board, with subsequent action by examin-
er (on amended claims, or claims not in
interference)

760 - both interference and appeal

800 - allowance (subject to amendmert)

860 - final issue

900 - abandonment
The matrix of transition probabilities

is a 48 x 48 matrix and hence is too ex-
tensive to reproduce here except in ab-
breviated form., Since most of the entries
are zeros 1t 1s possible to express the
matrix as shown in Table 1, The decision
to use the particular states shown 1s an
arbitrary one, It 1s possible, for ex-
ample, to construct a simplified model in
which one does not distinguish between
the various kinds of amendments or exam-
iner actions. The states chosen are be-
lieved to be adequate to develop the kind
of analyslis needed for initial management
decisions.

It should be pointed out that a single
state of this model may, in fact, repre-
sent a sequence of operations which can
be expressed as another stochastié¢ model.
As an example, consider the actual pro-
cess of acting on an application, One
might consider the states of (1) prelim-
inary reading and study, (2) literature
search, (3) detalled study, (4) writing
the action, (5) typing, (6) reading and
signature, and (7) mailing. Undoubtedly,
other states would reveal themselves
during the analysis of the data, Some re-
search is planned in the development of
such detalled model if the larger model,
presented here, appears to yleld useful
results.

The states in the matrix of Table 1
have been arranged in such a manner that
the matrix 1s triangular, that 1s, no
entries appear below the main dlagonal,
This was accomplished by careful cholce
of the transition states. A model in
which one does not distinguish between a
first amendment and a second amendment or
between a first and second action would
not have this property.

The matrix of Table 1 was partitioned
and the fundamental matrix (I-Q)=1 com-
puted, as well as the product of this
matrix and the matrix R (transition from
nonabsorbing to absorbing states)., Some
of the pertinent results are shown in
Table 2, The first columm shows probabil-
ity of lssue of a patent, given that the
application 1s In the state indicated in
the margin, Note that these are probabil-
itles of 1issuing a patent, not necessar-
11y on all of the claims currently being
made, For example, when a case 1s ap-
pealed (state 700) the probability that a
patent will be granted is .662, yet the
annual report of the Commlssioner of
Patents for FY 1962 shows that the exam-
iners! decisions were reversed in whole
or in part in only 21 out of 81 cases.
This apparent discrepancy 1s due to two
principal factors: (1) most cases for



Table 1, Matrix of transition probabilities, Chemical Operation examining model,

Origin No, of Destination states and transition probabilities (given in Parenthesis)

obsns,

000 491 ggg §.ggg§ 001 (.ogzg 500 (,002) 401 (.004)
. 900 (.0

100 452 o0l (.910 101 é.ooe 751 (.004) 900 (.084)

001 43 101 (.679 002 5.065 501 (.171; 751 (.006)
o1 (.025 800 (.052 900 (,004

101 304 002 (.921; 501 (.003) 751 (.008) 800 (.003)

o2 m:3 108 5'222) 003 (3102 502 (.358) 401 (.029)
800 §5102 900 (:006§ ) )

102 126 003 (.921 700 (.016 4ol (,008; 900 (.055)

003 152 103 (.230 o004 (.145) 503 (.474 751 (.007)
401 (.039) 800 (.105)

o0k 2 o 2'829’ Soe %é%é’ o4 (.500) 60 (.040)

50 1 «200 005 (. 5 .5 7 .

401 (.060§ 800 (.1203

104 10 005 (.800 800 (.100) 900 (,100)

ggg li égg gioggg) 006 (.154) 505 (.538) 800 (.231)

X1 mpm e

1 1 9 .

500 1 700 (1.0003

501 7 o1l (. 233 760 (.013) 700 (.182) 900 (.182)

502 112 011 (.652 760 (.018) 700 (.125) 900 (.205)

503 72 o011 (.528 700 {,208 900 (.264)

504 25 011 §.76o 700 (.160 900 (,080)

2L sy o

011 182 111 .530 012 (.115) 751 (.027) 700 (.176)
4o1 (.010 411 (.o045) 800 (.280) 900 (.017)

111 gé 012 2.452 7og (.271 #%é g.gégg ggg g.iggg

012 112 (.17 013 (.17 . .
hoi (.17L 800 2.261

s 13 e WUEN W UR) s (e

113 1 800 2i.ooo) ) ) )

014 1 800 (1.000)

;g; g g{sxa) gilé(l)g) 753 (.333) 754 (.556)

753 3 800 (.667) 900 (.333)

754 5 800 (200, 900 (.800)

760 6 800 (.667 900 (.333)

700 101 701 (.634 702 (.267) 703 (,099)

701 64 800 (.953) 900 (.047)

702 27 800 2.037 900 (.963;

703 10 800 (.600 900 (.400

hol 34 402 2.029) 800 (.971)

402 1 800 (1.000)

311 2? g;g gioggg) 800 (.920) 900 (,040)

12 .

800 294 312 (.118) 313 (.007) 850 (.861) 900 (.014)

312 33 850 (.970) 900 (,030)

313 2 850 (1.000)

850 293 320 (.,014) 860 (.986)

900 900 (1.000;

860 860 (1.000
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which a notice of appeal is filed are ac-
tually settled by the examiner, and (2)
cases which are decided by the Board a-
gainst the appellant may contain claims
which can be allowed.

The second column of Table 2 permits
computation of the expected number of
times an action is taken by each partici-
pant in the examination process. Adding
together the entries for 101-606, 500-06,
111-114, 401-2, 411-12, 312-313, and 800
yields 3.40, an estimate of the number of

times an examiner is required to act on
the claims in an application, exclusive

of interference and appeals cases. A
study of appeals cases iresulting in a
separate model) shows that an examiner is
required, on the average, to act on each
appealed case about 1.8 times. Since
about one~fifth of the cases go to appeal,
the average number of examiner actions 1is
about 3,75. It i1s important to note that
there is a high degree of arbitrariness
in the definition of an examiner action.

Table 2, Selected results from analysis of the chemical operation transition model.,

Identification Prob, of Prob, of
issue occupancy
000 original application .588 1,000
100 examiner action 584 917
001 first amendment 640 .899
101 examiner action .612 .613
002 2nd amendment .655 .621
102 examiner action 617 «250
003 3rd amendment .651 «231
103 examiner action .612 075
o004  4th amendment .T40 .098
104  examiner action 671 .020
005 5th amendment .T16 024
105 examiner action 578 .002
006 6th amendment 578 .005
106 examiner action o* .002
500 final rejection 000 .662 .002
501 final rejection 00l .607 .155
502 final rejection 002 597 .222
503 final rejection 003 . 544 .139
504 final rejection 004 .692 .09
505 final rejection 005 .661 .,013
506 final rejection 006 .T70 .005
011 1st amend, after final «7T70 .368
111 examiner action .658 .122
012 2nd amend. after final .855 .098
112 examiner action .655 .017
013 3rd amend, after final .981 .026
113 examiner action .981 .002
o4 4th amend, after final .981 .002
751 interference U136 .027
752 decided by examiner .981 .003
753 decided by board .656 .008
754 decided by board and examiner .196 .015
760 interference and appeal .655 .013
700 appeal 662 .232
701 decided by examiner .936 .155
702 decided by board .036 .063
703 decided by examiner and board .589 024
401 examiner amendment .981 .094
402 examiner amendment .981 .003
411 examiner amendment .9u2 .018
412  examiner amendment .981 .001

*¥Based on a single case
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800 allowance

312 amendment

313 amendment not entered
850 issue

320 correction

99

.981 .601
.970 .07
11000 .005
1.000 0591
1.000 .006

E., Time Dependent Models

The model presented in previous sec=-
tions permits one to trace the flow of
actions through the network, but at no
place does time enter as a parameter,
Thus, no conclusions can be drawn con-
cerning length of time required to pro-
cess an application to final disposition,
number of examiners required to staff a
collection of arts, or size of the back=-
logs at a given time, These are all
matters of the utmost importance to the
Patent Office, so that a model which in-
cludes time 1s essential,

A model with fixed time increments.
A single formulation of the model is ob-
tained by tracing the location of the ap-~
plication (or action) during each suc~
cessive time increment (day, week, half
day, etc.). The basic idea 1s presented

in Figure 3.

t
1
S
1 49
ol
So
S3
Sy

The probability that an action will
be in state Sy at time ty is the sum of
the probabilities of achgeving that state
at time tp by all possible routes. For
example, the probability that an action,
starting at S; at time t;, will be at S3
at time ty is equal to (.9)(.2)(.2) + (.1)
(.7)(.2) + (.1)(.3)(.8) = .O74.

It 18 clear that Figure 3 can be ex~
pressed in matrix form by assigning a
symbol to each node in the graph and as-
signing to each entry of the matrix the
probability of transition from one node
to another, This representation appears
in Table 3. To prevent confusion, the
word "state" will be used to denote the
Sk and "node" will be used to denote com-
binations of Sk and tp.

Figure 3. Flow of actions during fixed time increments,
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Table 3.

Matrix of the transitlion probabilities of Figure 3.

Sity Sitp Sity Sptp Spt3 Spty Sptg Sgty  Ssty Ssts Syty Syts Syte Sytq

Sit; O .9 0 .1 0 0
S1t, O 0 8 0 .2 0
Sit3 0 0 0 0 0 1
Sptp O 0 0 0 7 O
Sptz3 O 0 0 0 0 .7
Sty O 0 0 0 0 0
Sptg O 0 0 0 0 0
Sgt3 O 0 0 0 0 0
sty O 0 0 0 0 0
Ssts O 0 0 0 0 0
Syty O 0 0 0 0 0
Syts O 0 0 0 0 0
Sytg O 0 0 0 0 o
Suity O 0 0 0 0 0

0

0]

0 0 0 ) 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
3 0 0 0 0 0 0
0 2 0 (¢} 0 0 0
0 0 5 0 .3 O 0
0 0 0 o 0 1 0
0 8 0 2 0 0 o}
0 0 5 O 5 0 0
0 0 0 0 0 1 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0o 0 1

An absorbing node, S4t7, has been in-
troduced to close the system, It might
as well have been introduced as node Sytg.
The first row of elements u of the in-
verse (I-Q)~1 follows, where the first
subscript denotes the state and second
the time increment:

uj1 = 1.0000 u3zz = L0300
uje = ,9000 ugy = 0740
w33 = .7200 ugy = L4845
upp = 1000 uyy = 0310
Upgz = +@500 uyg = «3365
uy = 8950 uyg = 1.0000
upg = L1790

The average number of time increments
(and hence the average time) in state Sy
1s obtained by summing on the second sub-
script. Thus the average time in state
Sp 1s obtailned by

g Uop = 1.424 time units.,

All actions will have reached state
Sy after five time periods. The average
time required to reach state Sy (the ab-
sorbing state) can be determined from
average times in each nmode assoclated

with state Sy, 1.e., Syty, Sytg, and Sytg.
The average times in node Syty 1s, in fact
the probability of reaching Sy in three
steps. The probability of reaching Siy in
4 steps 1s the average times in Sut5 minus
the average times in Syty, and so forth,
Thus the average time required to reach
the absorbing state S is

3uyy + 4(u45 - uhh) + b(uyg - uus) =
3(.031) + 4(.3255) + 5(.6635) =

4,6325 time units.,

The extension to more complex cases 1is
obvious,

One of the real difficulties with
this approach is that the matrix dimen-
sions become quite large, For example,
i1f one uses an average of 15 time units
for each state and there are 50 states in
the model, a 750 x 750 transition matrix
will result., However, with some minor ad-
Justments 1t can be made triangular. Fur-
thermore, most of the entries are zeros.,
A method has been developed for manipula-
ting transition matrices of finite Markov
chains which depends on the fact that they
can be decomposed into linear functions of



deterministic matrices (all entries zeros
or ones).* We feel that this approach is
worth investigating, although there has
been insufficlient time to try out the
method in the preparation of this report.
Time distributions have been develop-
ed for the length of elapsed time between
all of the palrs of states in the model
previously presented. A few are shown in
Tables 4 and 5, These tables indicate
that one must distinguish between first,
second, third, etc.,, actions and between
destinations (i.e., next state). They
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also reflect the six months statutory
limitation on time allowed for amendment.,
The Patent Office time distributions
clearly reflect priorities given to final
actions, usually for purposes of appeal.
Time distributions between final rejec-
tion and appeal are now shown, but they
very closely approach the six months sta-
tutory period.

‘A partial 1ist of transition states
and probabilities is shown in Table 6.

Table 4, Frequency distributions of elapsed time between receipt of application (or
amendment) and examiner action (time in Patent Office).

Original First Amendment Second Amendment Third Amendment

Days Application Not Final Final Not final Final Not final Final
0- 29 0 6 11 14 21 7 15
30- 59 11 3 4 15 6 1l 11
60- 89 20 19 4 8 12 2 4
90-119 33 12 6 2 12 5 6
120-149 39 26 7 14 9 4 T
150-179 60 4 5 16 T 2 6
180-209 7 L4y 9 16 10 0 8
210-239 T4 55 5 18 9 3 6
240-269 55 4 7 9 8 2 6
270-299 43 24 T 4 6 4 2
300-329 24 13 3 6 6 4 1
330-359 6 T 3 3 6 1 1
360-389 4 1 3 0 1 1 0
390-419 4 3 1 1 1 ) )
420-449 0 3 o} o} 0 0 0
450 and over 0 4 0 1 o] o] 0

Table 5., Frequency distributlons of elapsed time between malling of rejection and re-
celpt of further amendment (time in hands of applicant).

Second Action

Third Action Fourth Action

Days First Action Not final Final Not final Final Not final Final
0- 29 22 11 8 23 12 (o] 27
30- 59 12 8 5 3 4 12 7
60~ 89 13 10 4 13 12 7 2
90-119 10 13 7 7 8 (0} 5
120-149 24 20 7 12 T 4 8
150-179 192 122 8 38 21 6 7
180-209 138 95 5 32 5 6 2
210-239 (0] o 0 1 1l (o) (o]
240-269 1 (o] o} 2 0 (0} (o]
270 and over 1 o] 0 2 (0] o} 0

Machine simulation of the system. The
estimated probabillities of Table 1 and
the time distributions, of which Tables 4
and 5 are samples, make it possible to

*#See S, C, Gupta, "Manipulation of state

transitign matrices of finite Markov
ga Transactions on Electronic

ins, . I
gm"ié_r_: 9035 PD. 1I=2U,

similate the system by electronic compu-
ter. For each input to tha system (new
application) one selects, by drawing ran-
dom numbers proportional to transition
probabilities, a path through the system,
The delay at each station is determined
by drawing random numbers proportional to
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the time-frequency distributions for some
sultable time interveal, perhavns 20 or 30
days. The remainder of the program is an
accounting scheme to keep track of appli-
cations during each increment of time,
One must also enter data reflecting the
current status of the operation, includ-
Ing applications in the backlog, in the
hands of appllicants awalting amendment,
in the Board of Appeals, etc. These data
are avallable from administrative data of
the Patent Office and from the time dis-
tributions, above.

After entry of the required estimated
parameters, one simulates the operation

Table 6,

of the system for a sufficient time to
Insure that his estimates do, in fact,
reflect the behavior of the system, He
then may vary some of the parameters,
such as number of examiners, changes in
statutory time 1limits, and so forth, to
observe the effect on output and backlogs
of these changes, The data which have
been gathered and the preliminary analysis
of the data indicate that the system can
be simulated., If so, the potentlial of
the similation model for decision-making
purposes 1is obvious.

Partial 1list of transition states and probabilities (in parenthesis) for the

transition model with fixed time increments of 30 days.

Present station

Next station (and probability)

000.1 000.2 (.966) 001.1
000.2 800.1 (.957) 001.1
800.1 (.004)
000,3 000.4 (.956) 001.1
000, 4 000.5 (.927) 001,1
000.5 000.6 (.915) 001.1
000,6 000.7 (.876) 100.1
000,7 000.8 (.843)
000.8 000.9 (.846) 001.1
900.1 (.,001)
000.9 000,10(.887) 100,1
000,10 000,11(.910) 001.1
000,11 000,12(.951) 100.1
000,12 000,13(.988) 100,1
000,13 100.1 (.999) 800.1
001.1 001.2 (.935) 002,1
001,2 001,3 (.965) 002.1
001.3 001.4 (.857) 002.1
001.4 001.5 (.912) 101.1
001.5 001.6 (.704) 002.1

PN N SN PN SN LN N PN N —~~ PN~~~ I~~~

o3l4)

015) 100.1 (.022) 500.1 (.002)

oo4) 100.1 (.040)

0063 100.1 5.0673

002 100.1 (.080 900 (.003)

122) 4o1.1 (.001) 800.1 (.001)
100.1 (.157)

002) 100,1 (.150) 401.1 (.001)

112) 800.1 (.0013

002; 100.1 (.088

049

012)

001)

0213 101.1 (.O4l4)

013 101.1 (.022)

002) 101.1 (.141)

088)

100) 101.1 (.192) 751.1 (.004)
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DESIGNS OF EXPERIMENTS IN INFORMATION RETRIEVAL
Donald W. King, Westat Research Analysts, Inc.

You have heard some of the inherent
difficulties in the patent examining
process., One of the major sources of
difficulties i1s the novelty search which
the patent examiner is charged to make.
The R & D division of the U. S. Patent
Office 1s committed to research, design
and development of information storage
and retrieval systems to provide the
examiner with a workable search tool.

I am here with two purposes in mind.
The first is to introduce the field of
information storage and retrieval to mem-
bers of the statistical profession as
there has been a distinct lack of the use
of statistical techniques in the research
in this area. Secondly, I will discuss
some experimental desigm techniques used
in the research and development of such
systems.

I will, first, briefly describe an
information retrieval system. The sys-
tem involves aggregating a set of books,
publications, documents, etc., into a
common library or file. An entire docu-
ment can be put physically into this file
or any portion of the document may be ex-
tracted and incorporated into a token or
artificial file. The token file might
include an abstract, classification, de-
scriptions, facets, titles, authors or
bibliographies from the document. A
searcher may them look over a list of
these artifices and request of the file
all documents containing one or more ar-
tifices of interest to him or which he
feels will most likely provide documents
of interest to him. The problem then is
to describe the documents in a token
manner which will provide the examiner
with a subset of documents which may be
expected to satisfy his search needs.
There are many combinations of possible
systems. It 1s necessary, then, to seek
out an "optimum" system from the stand-
point of various trade-off parameters
related to cost, reliablility or system
quality, and time. Time is distinguished
from cost purposely.

The Patent Office is approaching the
evaluation of examiner information stor-
age and retrieval in three broad areas:

(1) Determination of the system
user's needs.

(2) Determination of the system(s)
which will "optimally" fulfill
these needs.

(3) Determination of the effect of a
new or modified information re-
trieval system on the entire ex-
amining process.

The research in the first area 1is
currently limited to depth interviews
and a questionaire survey in potenmtial
areas for examiner search aids. The

second area involves advanced research
into information storage and retrieval
from the standpoints of computer soft-
ware and hardware. Much of this re-
search relates to advancement of the
state of the art. In addition, much
work 1s heing done to determine the
"optimum" systems under the present
state of the art. Here, there are many
problems to be solved such as defining
meaningful file characteristics; estab-
lishing the most efflicient general ap-
proach such as coordinate indices, clas-
sification, associative indices, etc.;
and determining the best means of pre-
paring the file.

One element of the third area has
been discussed. This is the stochastic
model describing the flow of applications
through the system. A method of evaluat-
ing the quality of patent examining has
been developed and is in use throughout
the office. Some standard quality con-
trol practices are being employed in this
effort. Another phase of thls area in-
volves investigation of the costing as-
pect of an information storage and re-
trieval system.* The developmental re-
search for the information retrieved sys-
tems 1n the Patent Office involve a long
dependent series of carefully concelved
and designed experiments.

Today, I am going to discuss research
involving the indexing phase of file prep-
aration. Although research has begun in
all of the areas mentioned above, it is
further along in this area. The statis-
tical techniques described are well known
but are rarely used 1n research involving
information retrieval systems.

Basically, this segment of research
1s devoted to measuring characteristics
important to indexing. These are meas-
ures of:

1) accuracy of indexing

2) consistency of indexing

3) time required to index a document.
Tne most important of these, and probably
the most difficult to measure, 1s accura-
cy of indexing. Numerous attempts have
been made by others to evaluate accuracy
of indexing. The real point of departure
of this research from other studies 1is
the measurement of the effect of index-
ing errors in the retrieval of documents.
This places the emphasis on the behavior
of the system rather than on more philo-
sophic grounds that errors are bad and
therefore should be avolded.

*David A. Belsley, "The costing of infor-
mation retrieval systems in the Patent
Office through the application of 2 gen-
eralized costing structure," U. S. Depart-
ment of Commerce, Patent Office, September
1962 (unpublished report).
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(1) Single analyst Analyst A

(2) Single analyst and a reviewer

Analyst N PReviewer
.
(3) Two independent analysts
(set sum) ATFTER
Analyst A )Analyst B
U NI
(4) Two independent analysts
(set intersection) Analyst ]D) Analyst B
(5) Two independent analysts and a -
reconciliation by a reviewer Analyst i Analyst B

H/Reviewer

{6) Three independent analysts THTR
(set sum) Analyst A| /AT Analyst B
\
il lyst C
{(7) Three independent analysts
(intersection) AnalXSt nalyst B
yst C

Figure 1, Venn diagrams of codes selected using various analyst modes.



Analyst Experience

Over Three Months

Less than Three Months
Reviewer in Organometallics in Organometallics
Experience Art Art
| 2 3 4 5 [
O<|u)_z3(2) O(zu),m(a) 0<3(|).12(2) O<4(l).5'6(2) O(sm.%(z) O<6(l).45‘(2)
High

T

8 9 10
0(«2),23“) O(a(z).ns(l) O(3<2).|2(l)

" 12
<X4(2). sell) (X s2)4ell) o 6(2).450)

13 4 15 16 17 18
d7(3),39(4) da(sﬂ‘)ﬁ) (X913).7am (X:oa).n 12(4) dum. o _M4) (XIZ(S).lo ne4)
Low
19 20 21 22 23 24
am).at;(s) dam.n(s) 0(9(4).76(3) alou).u 12(3) anm.muz(a) O(n?.«).lo w3)
h Experimental arrangement of
o('uj).ii,q') documents; analysts, and
reviewers.
Figure 2.

The experimental arrangement of the documents, analysts and

reviewers for the organometallics intensive indexing exper-
iment.
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Indexing is defined as reducing in-
formation in the patent documents to a
set of common identifiers and translating
this set into unique codes for standard
mechanized processing. There are two
broad categories of indexing errors.
Failure to select a code that should have
been selected will be referred to as a
Type I error, while selecting a code
which should not have been selected is
referred to as an error of Type II.
Errors can also arise in the translation
of information concepts into numerical
codes. These, however, all result in
errors of Type I or Type II.

We can assume the existence of con-
ditional vrobabilities in a two-by-two
continger.cy table with the actual selec-
tion of a code and whether the code
should have been selected as the two
bases for classification. A conditional
probability that a code is not selected
given that it should be corresponds to
the Type I error and the conditional
probabllity that a code is selected given
that it should not be corresponds to the
Type II error.

Some elementary mathematical models
were derived to provide a means of esti-
mating the correct retrieval and the false
retrieval considering the conditional
probabilities of indexing errors, the
number of codes used in the search ques-
tion and the logical relationship of the
codes used in the search questiown.* The
proportion of correct retrieval is high-
ly sensitive to the conditional probabil-
1ty of selecting a code gilven that it
should be selected, the number of codes
used, and the use of search questions
relating the codes conjunctively. Part
of the purpose of the research reported
here was to verify the simple model ex-
perimentally. The close correspondence
between hypothetical and experimental
data was quite revealing to the informa-
tion retrieval staff. This was consid-
ered to be particularly important since
many of the files in the Patent Office
involve chemical compounds and coordi-
nate index systems involving conjunctive
descriptions of compound fragments.

The most important assumption of the
models described was that the condition-
al probabilities of the codes used in a
search question were independent. An
experiment was designed to investigate
this assumption to estimate the model
parameters and other attributes of in-
terest, and to determine the most effi-
cient way of utilizing the indexing per-
sonnel. This experiment was conducted
on 24 patent documents chosen randomly
¥For a more complete discussion of the
model, see E. C. Bryant, D. W. King and
P. J. Terragno, "Some technical notes on
coding errors,”" WRA PO 7, July, 1963
(informal report to the Office of Re-
search and Development, U. S. Patent
Office)

from the organometallic file containing

a total of 3625 documents. The charac-
teristics of interest were the condition-
al probabilities mentioned previously,
measures of consistency of indexing, and
estimates of the time required to index
a patent document. The characteristics
were observed for seven analyst modes.
These are described pictorially in Figure
1 by Venn diagrams. The basic experimen-
tal arrangement is given in Figure 2.

The order of the ith analyst and jth re-
viewer 1s given by their appearance in
the diagram below:

Document ///////JQQK\\\
Analysts Ag Ay Ay
Reviewers RJ J

where: Dp, h=1,...,24, denotes documents.

Ay, 1=1,...,12, denotes analysts

Ry, §=l,..., 4, denotes reviewers.
For example, the arrangement
Document

-
/

Analysts Ag Ay 6
Reviewers Rl Ro

appears in Figure 2 as

o<§’<1>.46<2)

The primary consideration motivating this
design is that an analyst or reviewer can-
not repeat his efforts on a given docu-
ment because of the learning effect.

The design is quite flexible in that
all seven analyst modes can be observed,
although only five operations are per-
formed on each document. Thils can be
done since the individual analyst's work
can be observed prior to review. The
single;rdouble-and triple- analyst modes
can therefore be generated accordingly.
The results of the indexing can be 1n-
corporated into the file if the experi-
ment is conducted as a file 1is being pre-
pared.

Note in the arrangement abeove that
the design provides a wmeans for evaluating
analyst experience and reviewer experil-
ence. Experience was defined as at least
three months in indexing erganeometallic



documents, All of the analyst:
experience analyzing chemical compounds
in one file or another. The comparison
could Just as easily have been made with
regard to experience indexing, education-
al background, age, or sex, depending on
the hypotheses under investigation. When

a file 1s first being indexed all of the
analysts will be inexperienced in the
particular art, therefore, this evalua-
tion provides an indication as to what
may be 198t in the initial phases of in-
dexing that file and what improvement
may be expected as the analysts gain ex-
perience in the new art.

It is clear that a distinct experi-
mental arrangement 1s suggested for anal-
ysis of each analyst mode. The experi-
mental designs, analysis of variance with
expected mean squares, and observed val-
ues are given in an informal report to
the Office of Research and Development of
the U. S. Patent Office.* One difficulty
in statistical analysis was that a larger
document-to-document variation than was
anticipated reduced the sensitivity of
the statlistical tests. An improved ex-
perimental design resulted ** and 1s used
in a similar experiment involving an elec-
.trical transistor file.

- A summary of the estimates of the
conditional probability that a code is
selected, given that it should be; the
conditional probability that a code 1is
selected, given that it should not be;
the total number of codes selected; and
total time to index the documents is
glven in Tables 1 through 4.

An experiment was conducted:

(1) to test the parameters, assump-

tions and validity of error retrie-

val models described previously,

(2) to determine the effect of in-

dexing errors on retrievals for three

analyst modes, and

(3) to determine if synthetic search

questlions can be used in evaluating

a file
This experiment involved preparing a
mechanized token file from 201 organo-
metallic patent documents chosen random-
ly. Essentially three files were pre-
pared by three analyst modes; 1.e., the
single-analyst mode, double-analyst (set-
sum) mode, and single-analyst-reviewed
mode. These three files were searched
simultaneously using search questions
formulated by examiners using the system
¥E. C. Bryan%, D. W. King, and P. J.

Terragno, "Analysis of an indexing and
retrieval experiment for the organo-
metallic file of the U.S. Patent Office'
WRA PO 10, August, 1863 (informal report
to the Office of Research and Develop-
ment, U. S. Patent Office)

*%¥E, C. ant, D. W. King and P. J.
Terragno, 'Revised design for coding ex-
periment, 307/88.5 file, "WRA PO 9, June
1963 (informal report to the Office of Re-
search and Development, U.S.Patent Office.
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in the past. Synthetlic questions formu-
lated by analysts were also used. Table
5 glves a summary of the average propor-
tion of correct retrieval for the three
analyst modes. These values are plotted
by triangles in Figure 3. The model es-
timates of the proportion of correct re-
trieval found from the 24 document in-
tensive indexing experiment are plotted
linearly on the seml-log scale. The ob-
served average proportion of correct re-
trieval and model estimates yleld similar
results for both the double-analyst (set-
sum) mode and the single-analyst reviewed
mode.

The model assumes that the probabili-
ty of indexing two or more codes incor-
rectly 1s independent for all codes, 1i.e.
P3(TyTy) = P3(T;) F3(2k): This can best
be explaluaed by the fact that the terms
represent a portion of an entire com-
pound. A further investigation of the
errors made by the single analysts re-
veals that a large number of the errors
involve omission of the entire compound
rather than merely indexing one fragment
of the compound incorrectly.

Joint probabilities of P3(Tj,Ty,...,

Tp) were estimated for one through four
codes from the 24 document intensive in-
dexing experiment. Observations of com-
binations of more than four codes were
toorare to be used for this estimation.
The scale of the "Average of original and
repeated indexings" in Filgure 3 gives the
average observed proportion of correct
retrieval (triangles), plotted least
squares estimates of these values (linear
plot), and the estimates of the Joint
probabilities for one through four terms
mentioned above (crosses). It is seen
that the Jjoint probabilities are very
close to those found using a least squares
estimate of the observations. This demon-
strates that 1t is quite important to test
the assumptions of independence, particu-
larly 1f there 1s reason to believe that
the codes may be highly related, as they
are when the indexing system involve
fragments of compounds.

The estimates of the proportion of re-
trieval using the single-analyst-reviewed
mode and the double-analyst (set-sum)
mode are apparently representative of the
actual observed retrievals. The assump-
tion of independence becomes far less
critical in these instances since a second
person's review or independent analysis
18 involved and tends to cancel out the
effect of the dependency.

Figure 4 also gives the proportion of
correct retrieval over the range of the
number coi codes per search question for
the original indexing and repeated index-
ing for the single-analyst mode. It is
again noted that these plotted lines are
least squares lines and are not derived
from the model Y=p,f. The very small
difference in thesé independent indexings
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Table 1, Estimates cf pz* for the varicus analyst mocdes with
95 per cent cohfidence limits (in parentheses)®*#*

Analyst Mode Experilenced Inexperienced Combined
Analysts Arnalysts Anglysts
Sirgle-analyst {.86-.92) (.78-.86) .86
Double-analyst - -
Set Sum (+96-.99) (e32-.93) 95
Intersection (.77-.83) (s66=073) ¢
Triple-analyst -
Set. Sunm {o 9:-‘.x0/ (s95=.98) .98
Intersection (.88-.97) (+75=.E8) «06
Single-analyst-reviewed - -
Experienced reviewers (+88-.97) (.92-.99) o9k
Inexperienced reviewers {.93-.99) (.82-.93) «93
Comblned — «94
Double-analyst-raviswed - -
Experiencsd reviewers {494=~.99) (o23=1,00 .98
Irexpsriencad reviewers (,92-.98) (.81-097) .Gl
Comkined .98

*p3 - is the conditional probability that a code will be selected, given
that it should be

*%* Standard errors, on which the confidence iixlbs are based, contain
variatior. du2 o differenzes in drouments avd anslysts,

Table 2, Estimates of the probability that a code will be
selected, given that it should not be, pp, for the
varilous analyst modes.

Analyst Mode Experienced Inexperienced Combined
Analysts Analysts Analyst
Single-analyst ( .0002-,0007) (.0024~,0036) ,0014
Double-analyst - -
Set Sum (,0008-~,0013) (.0011~,0016) ,0033
Intersection (.0000~.0001) (.0001-,0003) .0001
Triple-analyst
Set Sum (e 0008- 0037) (. 0067- 0113) .0051
Insersectien (.,0000-,0001) (.0003-.0007) .0002
Single-analyst-reviewed
Experienced reviewers (.0000-,00005) (. OOOO-.OOOM; .0001
Inexperienced reviewers (.,0000-,0004) (.0007-.0029 »0005
Combined 0002
Double-analyst-reviewed -
Experienced reviewers (.0003~,0022) (,0011-.0041) ,0016
Inexperienced reviewers (.0000-,0004) (.0013-.0045) .0008

Combined .0012




Table 3.

the various analyst mcizs,

Estimates of the total rumper cf codes selected for

Analyst Mode Experienced Ir.experierced Combined
Analysts Aralysts Analysts
Single-analyst (132.4-126.9) (136.7-141.2) 136.8
Doublz=analyst - -
Set Sum (146,2-152,4) (159.8-166,0) 15950
Inbersection (111.1-117.5) (107,2-112,6) 111.8
Triple-analyst - : T -
Set Sum (94.3-227.7) (129,6-254,0) 174,2
Intersectien (77.9-191.9) (8¢,7-194.7) 136.3
Single-analyst-reviewed - - i
Experienced reviewers (61.7-248,3) (2h.5-211,1) 136.4
Inexperienced reviewers  (41,7-228.3) (74.2-260,8) 151,2
Combined -~ 143,8
Double-angliyst-reviewed - —
Experienced reviewers (56.1-252.9) (25:.5=-230.4) 143.2
inexperienced reviewers (41.3-236.1) (71.4-256.2) 153.8
Combirned 148.5
Table 4, Estimates of total time (in minutes) required to index
the documents for various analyst modes,
Analyst Mode Experienced Inexperienced Combined
Analysts Analysts Analysts
Single-analyst (40.6-54,1) (75.0-88.5) 64.6
Double~-analyst - -
Set Sum (87.1-100.9) (156.1-169.9) 128.6
Insersection
Triple-analyst - -
Set Sum (43.4-238.,9) (147.6-343.1) 193.2
Intersectien
Singlie-analyst-reviewed - -
Experienced reviewers (0-201.9) (0-215,7) 96.3
Inexperienced reviewers (0-190,7) (62.9-287.7) 126.8
Combined - 111.6
Double~analyst-reviewed - -
Experienced reviewers (0-330.9) {0-365.0) 155.2
Inexperienced reviewers (0-325.4) (56.1-479.5) 210.8

Combined

183.5
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Table 5 A summary of the average proportion of correct retrieval
in the searches of the 201 sample file for three-analyst

modes.

No. of codes No, of Ave. proportion of correct retrieval
per search searches single- single- @ouble- single-
question analyst analyst- analyst analyst

mode rev, mode (Joint

mode probabilities*)

1 o - - - »90

2 3 .80 1.00 1.00 .89

3 12 () .82 95 .85

4 31 .84 .85 .96 .80
5 29 .71 .79 .90
6 36 .68 .78 .96
7 54 .66 79 .88
8 30 «59 <79 .90
9 46 .60 .76 .89
10 35 «50 «59 1.00
1 4y .52 .54 .79
12 36 AT .29 .83

*The Joint probabilities were estimated from the proportion of
missed correct codes observed Jointly two, three and four codes

at a time,
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indicates that indexing under experimen-
tal conditions (as was done in the repeat-
ed indexing) did not significantly affect
the experimental findings. The behavior
of the data from the intensive indexing
experiment also supports the contention
that the analysts operated normally even
though they were aware that they were be-
ing observed.

The average number of correct retriew
als, the average number of missed docu-
ments and the false drops observed in the
searches conducted on the sample file of
201 documents 1s summarized in Table 6.

The experimentation reported here has
evaluated various indexing modes in terms
of indexing time, errors in the search
file, and errors in retrieval. We have,
then, bases for making rational decisions
concerning the utilization of indexes so
as to accomplish specific objectives.

For three indexing modes used in the re-
trieval experiment, the "tradeoff param-
eters" are estimated as follows:

Single- Double- Single-

analyst analyst analyst-

reviewed
Indexing 64.3 128.6 111.6

time (Min) :
Missed docs. 9.6 2.5 6.7
per search

False retr. 4.5 9.2 5.6

per search

With a given number of documents to be
indexed, a given number of searches to
be conducted per year, and some rough
indication of the relative importance

of missed documents and false retrievals
one can determine the analyst mode which
fits his particular needs.

Under the current Patent Offlce ex-
amining system the number of missed docu-
ments 1s so important as to lead one to
choose the double-analyst (set sum) mode.
Furthermore, this permits an easy evalu-
ation of consistency of indexing, a
parameter which can easlily be controlled
by usual methods of industrial quality
control.

The importance of accurate coding in
preventing missed documents has been
demonstrated. Unfortunately it 1s diffi-
cult to assess accuracy of coding because
of differences in opinion concerning what
should be coded. Consistency of coding
18 relatively easy to measure, however,
and, intuitively, 1t seems that consis-
tency and accuracy should be closely re-
lated. It 1s clear that high accuracy
implies a high degree of consistency be-
tween two coders, but that a high degree
of consistency will only imply high accu-
racy 1f blases are not present.

Within the restriction that the so-
called "correct" coding actually may not
be correct, one can estimate the condi-
tional probability, ps3, (that a term

13

which should be coded will be coded).
Let a; g = 1 if, in the 1*h document,
term TJ was coded correctly by the kth
analyst. Let aijk = 0 otherwise. Let
bij = 1 1if the Jth term should have been

coded in the 1th document, and let b =

1
O otherwise. Then,
ﬁik =Xa b
3 71T (1)

is an estimate of p3 averaged over all

t Kth

terms in the 1 h document and for the

analyst.
/\1

P3= & ‘*mk/“f b1 (2)

where k stands for the number of analysts,

as well as an index designator for them.
This provides an estimate for the given

Similarly, one can define

document. For a given term one can con-
struct the estimate

/\J

P3 = ﬁaijkk& biJ (3)
and so on. An overall estimate 1s pro-
vided by

P, = .2 Z

P3 = 1% aijk/kijb;J (4)

We are concerned here primarily with es-
timates similar to (3) and (4) above.

There are various approaches to esti-
mates of consistency. Consider the fol-
lowing notation for two analysts:

Cég = 1 1f neither analyst coded Jth
term in the 1th document .
=0otherwise
¢l =1 1r the J* term 1n tne 1*0

document was coded by the first

analyst, but not by the second.
=0 otherwis%h

cég =1 1f the ' term in the 1*P
document was coded by the sec-
ond analyst, but not by the
first

= 0 otherwise
i
Cli = 1 if both analysts coded the

3*P term in the 1*® document

0 otherwise



Table ¢ Average number of correct retrievals, missed documents and false drops per search
for the 201 sample fille for three analyst modes,

No, of codes No, of Ave, no, of Ave. no, of missed docs, per search Ave, no, of false drops per

asked Searches correct re- Single-~ Double-~ Single- Search
trieval per analyst analyst analyst- Single~ Double-~ Single-
search mode mode rev, mode analyst analyst analyst-
mode mode rev. mode.
2 3 1.67 «33 0 0 0 0 0
3 12 2,25 .54 .11 A2 A1 .83 .68
4 31 2,74 45 .11 b2 .34 .65 b2
5 29 1.96 5T 20 41 .24 .62 .31
6 36 1.89 .61 .08 A2 Rt .81 55
T 54 1,67 5T .20 «35 .34 .68 A1
8 30 2.10 .87 .21 43 .32 .TO .36
9 46 1,48 .60 .16 <35 +«35 .61 .39
10 35 - 63 .31 0 .26 .12 .17 <14
11 Ly 393 Sk .19 43 .08 .25 .11
12 36 .61 N:Te] .10 .30 .03 .06 .03
Ave, 7.9 32.5 1.54 «53 14 «37 «25 51 31

95% Confidence Limits .%-.61 009-019 031"02"3 «20~,31 045'057 025'637

vil



This 1s shown as follows:

1st Coder
No Yes
2nd 1] 1
n No o0 10
Cod 1] i
oder Yes
C01 c11

Then, some measures of consistency which
have been suggested are:*

-

oct = 5 °11 [ Cip C01 + Clg (5)

ccd - 3 ¢l [cl rogd 4 ciﬂ (6)
¥ P14 1j 1J

cc =5 ¢} /iJ lea1 + cop + } (7)

Some work done by the Census Bureau*#*
on response differences is related to
this problem., Here the emphasis is on
an "index of inconsistency" which, for

our purposes, we may define as follows:

1) = 5 gl
ci (n*1 - c{) + cg (nJ - cg ) (8)

where ny = number of documents over which
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